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INTRODUCTION

The stock market attracts everyone from small individual investors to large hedge fund traders. Two major schools of thought have developed with respect to investing, one based on the efficient market hypothesis and the other based on technical analysis.

Many economists, especially those in academia, accept the efficient market hypothesis, which says that asset markets are nearly instantaneously efficient. If stock markets are efficient, the stock market price history would not contain information about future returns, and short-run changes in stock prices would not be predictable from past prices. According to this theory, an investor (without inside information) could not consistently beat the market.

By contrast, technical analysis is the practice of trying to forecast future returns by studying historical movements of stock prices, stock market trading volume, and other historical asset market behavioral properties that can reveal predictable price patterns. Technical analysts believe that markets are not efficient, and these analysts attempt to exploit the inefficiencies through various trend indicators based on signals such as those arising from price and volume data. The existence of market inefficiencies has a variety of explanations, including a possible sluggishness of the price response to new information and the hypothesis that human emotional nature, such as optimism and pessimism, causes market prices to fluctuate.

These are but two of many potential explanations for market inefficiency, but regardless of the explanation, stock prices exhibit patterns that one can predict by using technical indicators from past data. To examine which method yields the highest returns, this article tests several different technical trading rules against the buy-and-hold method of investing. The methods used in this study cannot be guaranteed to give superior returns; however, the results do support investing strategies based on technical trading rules.

EXISTING LITERATURE

The evidence on the profitability of technical analysis varies greatly among studies. Brock and colleagues tested moving-average and trading range break strategies against several efficient-market theory models by using a bootstrap approach, which creates many "pseudohistories" of stock price data on which to test the trading rules. They found that returns during buy periods are larger and less volatile than returns during sell periods, where buy and sell periods are defined by various technical strategies. Their results support the profitability of a set of technical strategies. Kwon and Kish extended the Brock group's research, adding the consideration of indicators based on moving averages of trading volume. Kwon and Kish hypothesized that changes in trading volume and price are positively correlated, so including a volume indicator could help confirm a buy or sell signal. Their results show not only that these technical trading rules displayed higher profitability than a buy-and-hold strategy but also that the profit potential appeared to weaken over time, possibly due to technological innovation. Ready presents a different view, conjecturing that the apparent profitability of technical trading rules resulted from data snooping, which is "the possibility that any satisfactory results obtained may simply be due to chance rather than to any merit inherent in the method yielding the results." He found support for this hypothesis and concluded that patterns in the historical data would not necessarily persist.

METHODS

This study tests nine trading rules, comparing buy-and-hold investing with technical trading based on indicators constructed from short- and long-term moving averages of price and moving averages of trading volume. In time series data, the moving average is a mean of a subset of values that "moves forward" by dropping the oldest number in the subset and adding a more recent number. Then a new average is taken. This study uses the weekly closing price of the S&P 500 Index including 54 years of data. I chose this series because it is widely used and is considered one of the best measures of the U.S. equities market, covering about 75% of them. I test the trading rules by applying the different technical indicators to the index.

The first strategy examined is the buy-and-hold meth-
method of investing, in which an investor “buys the index” (the S&P 500 Index). This strategy assumes that the index is bought on the last day of the initial trading week and is held until the last day of the trading week at the end of the specified holding period, such as 1, 5, or 10 years, when it is sold at the closing price for that week.

The second strategy involves moving averages based on the index price. This strategy compares a short-run moving average of price with a long-run moving average of price in order to generate buy and sell signals. If the short-run moving average (1, 5, or 10 weeks) of stock market closing price is above the long-run moving average (40 weeks), the investor will hold the index. If the short-run moving average is below the long-run moving average, the investor will hold cash, that is, treasury bills. (Here the 3-month T-bill rate is used as a cash equivalent.) While the investor holds “cash,” he earns an interest rate equivalent to that of the 3-month T-Bill. This technical strategy allows the investor to stop overall losses by quickly exiting the equity market when prices fall.

The third strategy combines the price moving-average indicators with a trading volume indicator. Because volume and the absolute value of price changes are positively correlated, the general rule is that a buy signal is generated when the moving average for both price and volume is rising and a sell signal is generated when the moving average for price is falling, regardless of the direction of trading volume. This strategy helps confirm the buy or sell signals that simple price moving-average strategies produce. Several variations of this strategy use different lengths for the short- and long-run moving averages of price, and different lengths for the short- and long-run moving averages of volume. This study uses 1-, 5-, 10-, and 40-week moving averages for price and 1-, 5-, and 10-week moving averages for volume.

Figure 1 shows buy and sell signals generated by a price moving-average rule in which the short-run moving average is 10 weeks and the long-run moving average is 40 weeks.

**RESULTS**

The price moving-average trading rules and the volume moving-average trading rules both exhibited higher annual returns across the 54-year sample period. The buy-and-hold strategy yielded an average annual return of 7.434%. The best-performing price moving-average strategy produced an average annual return of 9.917%, in which the short-run moving average was 1 week and the long-run moving average was 40 weeks. The trading rule that combined price and volume moving averages, in which the short-run moving averages were both 1 week and the long-run moving averages were both 10 weeks, generated an average annual return of...
10.174%. Figure 2 shows the level of wealth comparing the buy-and-hold strategy with the two top-performing trading rules: VMA P10V10 and 40WMA.

If an investor were to place $10,000 in the market at the beginning of the sample period, this is the amount of money the investor would have earned: the buy-and-hold strategy would be at a level of $50,117.38; 40WMA, $63,828.22; and VMA P10V10, $65,141.19. Figure 2 shows a continuing upward trend for technical investors during the late 2000s, whereas the level of wealth for the buy-and-hold investor is volatile and not upward trending. The technical trading rules limit the technical investor's exposure during 2007–2011, whereas the buy-and-hold investor experiences the full effect of the financial crisis. This finding explains the widening gap in the level of wealth between technical trading and the buy-and-hold investing strategy during the late 2000s.

**SUBPERIOD RESULTS**

This section compares how different investors would fare during four different 10-year holding periods: 1970–1979, 1980–1989, 1990–1999, and 2000–2009. The top-performing technical trading rule was the VMA P10V10. To observe how the methods compare in different market conditions, I compare the performance of this rule with the buy-and-hold strategy over the four different holding periods.

1. Technical trading outperforms buy and hold from 1/5/1970 to 12/31/1979. Buy-and-hold average annual return, 2.63%; VMA P10V10 average annual return, 12.69%. The 1970s was a bear market for the stock market because of events such as the oil crisis and the Watergate scandal. Investors who stayed in the market did not see returns as high as technical investors, avoided some of the unstable market conditions. Technical trading became more popular.

2. Buy and hold outperforms technical trading from 1/7/1980 to 12/26/1989. Buy-and-hold average annual return, 14.16%; VMA P10V10 average annual return, 13.69%. The 1980s saw a recovery from the market hardships of the previous decade. This bull market under President Reagan's administration allowed the buy-and-hold investor to see profitable returns and an upward-trending level of wealth. This period was also successful for the technical investor, but the buy-and-hold strategy did slightly outperform the trading rule. Technical traders who sold during this time missed portions of rising returns during the 1980s.

3. Buy and hold outperforms technical trading from 1/2/1990 to 12/27/1999. Buy-and-hold average annual return, 15.05%; VMA P10V10 average annual return, 12.71%. The 1990s was a period of soaring prices as dot-com companies expanded their investor base and saw unprecedented growth. Day trading be-
came more popular, but the explosive growth in the market allowed the buy-and-hold investor to realize higher returns than the technical trader. Following buy and sell signals caused the technical investor to fail to see critical times of rising market prices.

4. Technical trading outperforms buy and hold from 1/3/2000 to 12/28/2009. Buy-and-hold average annual return, −0.725%; VMA P10V10 average annual return, 8.67%. This decade was a discouraging time for investors, with the dot-com bubble burst beginning in 2000 and the housing bubble collapse and financial crisis beginning in 2007. Buy-and-hold investors felt the full force of the falling prices and ended the decade with a negative overall return. Technical traders benefited from following buy and sell signals; these traders were out of the market and earning T-bill returns rather than the negative returns of the stock market.

Comparing returns of buy-and-hold investing with a technical trading rule over the last 40 years reveals that the technical trader beat buy and hold in only two of the four decades examined. However, the average annual returns reveal an interesting insight: the success of technical analysis is more prominent when the index is significantly declining. The technical trading rule returned substantially higher gains during these periods than did buy-and-hold investing. Buy and hold outperformed the technical trading rule during strong bull markets, but this outperformance was relatively small. These results make it evident that using trading rules improves returns in bad markets to a great extent and does not negatively affect returns much during good markets. The success of the technical trading rule in protecting the investor during market declines is evidence of the value of using technical analysis as an investing strategy.

CONCLUSION

This article explores several variations of moving-average trading rules to test the premise of technical analysis versus the efficient-market hypothesis. Using a simple trading process to generate buy and sell signals, the trading rules substantially outperformed the buy-and-hold method of investing.

The methods used in this study cannot be guaranteed to give superior returns into the future, and the better results in the first subperiod may suggest the diminishing success of these trading rules over time. However, the results do suggest that persistent, underlying patterns exist in the market that allow technical analysis strategies to generate excess returns. Inspecting the trading rules under transaction costs further validates the success of technical analysis. Even with conservatively high transaction penalties to accounts for possibly more expensive trades in the early years of the sample period, all the trading rules tested still outperformed the buy-and-hold strategy.

My findings are consistent with those in the recent literature on technical trading rules. The persistence of excess returns over time generated by trading rules implies that discounting the usefulness of technical analysis under the premise of the efficient-market theory is becoming more difficult. The theoretical battle between the efficient-market theory and technical analysis is far from over, because this article does not prove the ability of trading rules to forecast future prices from past prices. However, this research, along with other recent studies7–9 of technical analysis, is consistent with the ability of trading rules to predict stock returns.
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In this study, we take advantage of the simplicity of the nematode worm, Caenorhabditis elegans (Figure 1), to understand sex-specific development of the nervous system. Factors called DM domain proteins control this development in worms but are also present in humans. Thus, we can apply what we learn from our research with the worm to better understand how sex-specific development of the human brain happens and how sex bias in neurological disorders might occur.

In humans and many other animal species, males and females exhibit different behaviors. These behavioral differences between the sexes are thought to stem from differences in brain wiring that are established during development. The causes of these wiring differences in the human brain and nervous system are not well understood. An important question about brain development in each sex arises when researchers consider that many neurological disorders exhibit sex bias; that is, they occur more in one sex than in the other. Human neurological disorders, such as schizophrenia, autism, and attention deficit–hyperactivity disorder, exhibit a sex bias in their occurrence. Autism, for example, is four times more prevalent in males than in females. The causes of these sex biases are almost completely unknown. Many of these neurological disorders are associated with an imbalance of certain neurotransmitters, chemicals that neurons, or nerve cells, in the brain release to communicate with each other. Because these disorders occur more in one sex and are the result of neurotransmitter imbalances, we can speculate that abnormal brain development of a particular sex is a possible cause of neurotransmitter imbalance. However, the human brain is complex, making it difficult to investigate these disorders in humans. Therefore, scientists often rely on animals with simple nervous systems, such as C. elegans, to better understand the underlying problems that cause human disorders.

C. ELEGANS AS A MODEL FOR THE HUMAN BRAIN

The C. elegans nematode is a small, transparent worm with a body length of about 1 mm. The C. elegans worm has two sexes, males and hermaphrodites (females that can produce a limited amount of their own sperm for reproduction). As in humans, a worm’s sex chromosomes determine its sex: hermaphrodites inherit two X chromosomes and males inherit only one (whereas in humans, females inherit XX and males inherit XY chromosomes). Signals from these sex chromosomes set off a chain reaction that tells the animal’s body to develop as male or female. As with human male and female nervous system development, the development of each sex in the worm causes differences in neuron
wiring and allows for different behaviors.

We focused on the development of the male worm for several reasons. First, he displays a mating behavior unique to the male. A group of male-specific neurons in the tail guide this behavior as he uses them to sense the hermaphrodite during mating. The mating behavior of the male worm is the output of the sensory neurons that make up a sensory “circuit” in the male’s tail. These sensory neurons in the male’s tail function the same way sensory neurons in humans do; the neurons perceive touch, taste, and smell. Also, these neurons produce specific neurotransmitters, chemicals important for controlling mating behavior. To understand how these neurons in the male develop, how they produce specific neurotransmitters, and how they induce mating behavior, we need to investigate the biological factors in the worm that control these processes. The biological factors that we study in our research are called DM domain proteins.

**DM DOMAIN PROTEINS**

**MALE DEVELOPMENT**

In many animal species, including worms, DM (double-sex/MAB-3) domain proteins guide sex-specific development. These proteins are also present in humans, so we assume that they function in humans in the same way as they do in worms. These proteins activate in response to signals from the sex chromosomes. In male worms, these proteins guide the male’s development by regulating the activity of other proteins. Specifically, the activity of DM domain protein and the other proteins that it regulates ensures that the male body contains the right number of cells with the appropriate characteristics in the appropriate part of the body. For example, DM domain proteins guide neurons in the male tail to produce the correct neurotransmitters. Generally, we know that DM domain proteins help males develop as males, but we want to know what specific characteristics they control. We can determine what these proteins do by disrupting the worm genes that produce them. By observing what is abnormal in male worms that lack these proteins, we can understand what these proteins do normally in the male and, more important, what these proteins might do in humans.

**NEUROTTRANSMITTERS**

Neurons in the tail of the male worm are needed to sense his mating partner and coordinate the male’s body during mating. These neurons also release neurotransmitters to communicate with other neurons and cells. In general, each neuron in the tail releases either acetylcholine or dopamine. These two neurotransmitters are prevalent in neurons of the human brain as well. The patterns of which neurons produce which neurotransmitter in the male’s tail are important, especially in behavior. As with the worm, the patterns of which neurotransmitters are produced in the brain are essential for proper brain function in humans.

When we remove DM domain proteins in a male worm, virtually all the neurons in the male's tail now produce dopamine. This finding indicates that DM domain proteins regulate which neurotransmitter. This observation prompted us to ask us how DM domain proteins tell these sensory neurons to produce certain neurotransmitters and what other factors these proteins might interact with to do this.

**INTERACTION WITH ANOTHER PROTEIN**

We speculated that a second protein, called AST-1, might influence which neurotransmitters are produced in the neurons of the male’s tail. AST-1 affects neurotransmitter patterns, so we wanted to investigate whether AST-1 was needed in the neurons of the male's tail. Like the DM domain protein, AST-1 is also found in humans and regulates other proteins to produce its desired effect. As in our previous analysis with DM domain proteins, we disrupted the AST-1 proteins in males and found abnormal patterns of neurotransmitters in the tail neurons. Therefore, we know that this second protein is also important in aiding production of the correct neurotransmitter in the correct neuron in the tail.

Through further analysis, we found that DM domain proteins actually interact with AST-1 to stipulate which neurons in the tail produce the neurotransmitter dopamine and which do not. Because we know that the interaction between these two proteins is crucial in establishing patterns of dopamine and that these two proteins are found in humans, we suspect that they have a similar function in the human brain.
NEURAL CIRCUITS NECESSARY FOR MALE BEHAVIOR

The male mating behavior is an output of the sensory neurons in the male's tail. When these neurons in the male tail make contact with a hermaphrodite's body, they release neurotransmitters to other neurons and cells, such as muscle cells. When the muscle cells in the male's body receive signals from the tail neurons, they make the movements that constitute mating behavior. DM domain proteins regulate characteristics of sensory neurons in the tail, but how do these neuron characteristics affect the signal and the corresponding behavior? We also wanted to know whether neurotransmitter imbalance in these neurons affects male behavior, and if so, how. To answer these questions, we observed the mating behavior of males that lack DM domain proteins. We expected that male behavior would be abnormal, considering that the neurons that control this behavior are abnormal. Behavior was indeed abnormal in males that lack DM domain proteins. Males that lack the proteins are insensitive to contact with the hermaphrodite's body. Such males cannot make the proper mating movements with their bodies.

These observations indicate several conclusions: First, for proper male behavior, sensory neurons must produce the correct neurotransmitters. Second, DM domain proteins are necessary to relay signals from the sensory neurons to initiate and guide male mating behavior. As in male worms, the DM domain proteins in humans could be involved in neural circuits necessary for sex-specific behaviors.

CONCLUSION

Two biological factors, DM domain proteins and AST-1 proteins, are vital for the development of the male worm and the male's sensory system used in mating. DM domain proteins ensure proper development of these sensory neurons in the male worm's tail as they guide these neurons to produce the correct neurotransmitters. To achieve this result, DM domain proteins interact with another protein, AST-1, to establish the correct patterns of dopamine in these tail neurons. When male worms lack DM domain proteins, male behavior is highly abnormal because of neurotransmitter imbalance.

Many aspects of our research with C. elegans relate to the human brain, nervous system, and neurological diseases. In male worms, DM domain proteins function primarily to establish neuron characteristics. Thus, if a human had a dysfunctional DM domain protein, we would expect symptoms of neurological disorders to arise only in one sex. This phenomenon could explain the sex biases that occur in many neurological disorders.

The human genome encodes both DM domain and AST-1 proteins; thus, they may direct which neurons produce dopamine in the human brain in the same way that they do in male worms. In humans, research has not fully determined how dopamine-producing neurons in the brain are established. Dopamine is necessary for many aspects of human behavior, such as mood, attention, and movement. Research has linked dopamine imbalances in the brain to several disorders, many of which exhibit sex bias. Thus, current research is investigating how dopamine-producing neurons are established in the brain and elsewhere. Parkinson's disease drives much of this research because the disease involves the loss of neurons that produce dopamine. If we can understand what guides neurons in the brain to produce dopamine, we can better understand the causes of Parkinson's disease and theorize methods for how we might cure it.

By studying how DM domain and AST-1 proteins establish sensory neurons in male C. elegans, we can understand how human male–female brain development takes place and how abnormalities in these proteins could lead to neurological disorders. Indeed, we are using a worm to understand the development of the human brain.
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INTRODUCTION

More and more today, the world emphasizes creativity. From corporate executives to college students, creativity is a highly sought after characteristic. Creativity is an elusive trait, and although some are more inclined to it than others, practice and exercises in creative thinking can improve creative performance. This study explores other ways to enhance or inhibit creative thought, specifically caffeine.

PREVIOUS STUDIES

Although researchers have observed the different traits and life experiences that influence creative thought, little research has focused on some of the more organic factors that may affect creativity—specifically, research related to the consumption of substances (of the controlled and uncontrolled variety). As Plucker and Dana pointed out, "empirical investigations on the impact of common use drugs on creativity are limited"; they also noted that research on less threatening drugs (such as caffeine) are "almost nonexistent."1 Of those studies that have involved creativity and transient factors, many have largely examined the link between alcohol and creativity. Alcohol, a central nervous system depressant, has been said to aid many people, such as authors and painters, in their creative works. According to one hypothesis, a decrease in our real or perceived inhibitions will lead to more creative thinking.2 This idea is similar to Freud's approach of achieving primary processing by using alcohol to suppress secondary processing. Results of experiments studying a link between alcohol and creativity have shown various results. However, a study using the Torrance Tests of Creative Thinking, both figural and verbal portions, showed that although consuming alcohol did not statistically significantly change scores, the perception of having consumed alcohol did statistically significantly increase creativity test scores.3 Using caffeine, a central nervous system stimulant, this study will explore the opposite effect.

CAFFEINE’S ROLE

Caffeine is among the most widely used psychoactive drugs in the United States, with the average adult consuming an estimated 170–300 mg daily. Among the most prevalent routes of caffeine consumption are soft drinks, coffee, chocolate foods and drinks, and tea.4 The physiological effects of caffeine range from changes in movement and behavior to changes in how the brain works. Most relevant to this study is caffeine’s role as an adenosine receptor antagonist and its effect on dopamine transmission. Caffeine inhibits an important pathway in our brain that normally decreases activity in the cortex (associated with creativity). Also, as a result of this inhibition, caffeine increases dopamine transmission, allowing increased neuronal activity.5,6 As a whole, these interactions increase the activity in the cortex in two different ways.

CREATIVITY AND CORTICAL ACTIVITY

The aspect of cortical activity, or "arousal," as it relates to creativity, has been substantially studied from many different approaches and angles. Early studies related to cortical arousal led to more specific research relating to whether an "optimal" level of arousal for creativity exists.7 Evidence comes in many forms, most of which directly relate to and emphasize lower-level "resting" states of consciousness and their link to creativity.

Martindale and Hines used an electroencephalogram, a device to measure brain activity, to link cortical arousal and creativity. Their results showed that, compared with low- or medium-creativity cohorts, highly creative individuals showed the lowest level of cortical
arousal when taking a creativity test. In contrast, all three groups showed high levels of arousal during a standard intelligence test, thus linking lower levels of cortical arousal to higher levels of creativity. Therefore, the experimenters hypothesized that caffeine, which increases cortical activity, will decrease ability to think creatively.

METHODS

PARTICIPANTS

The study was performed as a randomized, single-blind, placebo-controlled experiment. Participants for this study included college-aged (18–24 years) students from Texas A&M University who were enrolled in an educational psychology class. The experiment was held on a Saturday morning in a room selected to minimize distractions.

INSTRUMENTATION

The test used the 2006 version of the Torrance Test of Creative Thinking—figural portion. This test is the most common and reliable measure of creativity. The test is scored in five norm-referenced and 13 criterion-referenced categories. Of the five norm-referenced categories, fluency (the quantity of ideas produced), originality (the production of unique or uncommon ideas), and elaboration (the amount of detail in an idea) parallel most with accepted ideas of what defines creative thinking. The remaining two, abstractness of titles (unique titles given to pictures) and resistance to premature closure (the ability to keep an open mind), were more recently added to the scoring guidelines to provide a more comprehensive score. The 13 criterion-referenced categories, such as humor or richness of imagery, represent characteristics believed to affect creative thought.

PROCEDURE

We asked participants to abstain from caffeine for the 24-hour period preceding the study in hopes of clearing at least 75% of the dietary caffeine stored in the body. When testing began, subjects took the Figural Form A version of the test to establish a baseline creativity score (pretreatment). After the pretreatment test, participants received a piece of unlabeled gum randomly assigned to them according to their experimental number and began chewing. The gum received was, for the treatment group, a piece of Stay Alert spearmint gum containing 100 mg of caffeine (approximately equivalent to that of a large cup of coffee). The control group received a placebo: a similar-tasting, but noncaffeinated, piece of gum. We chose this level of caffeine for Stay Alert chewing gum because previous clinical testing had used the same level. In accordance with previous studies, we asked subjects to chew the gum for 10 minutes and then allowed 1 hour for the maximum effect of the caffeine to manifest.

After the end of the hour, participants completed the Figural Form B version of the test.
Results

DESCRIPTIVES

The study consisted of 88 participants. Most reported regular caffeine consumption, with a preference for coffee or sodas. Most participants reported consuming caffeine one to two times per day and reported having consumed caffeine regularly for at least 1 year. Using the caffeine content listed in the 2009 USDA Nutrient Database for Standard Reference, we determined that the average participant consumed anywhere from 35 to 160 mg of caffeine daily.13 This finding confirms that the caffeine content in the experimental group was within the reference range of caffeine consumption for most participants. Also, negative side effects and the development of tolerance to effects of caffeine occur after regular consumption of 200 mg or more daily.14 Most participants reported consuming 100–150 mg of caffeine per day, and thus we could discount the effect of caffeine tolerance as a variable in our analysis.

ANALYSIS

First we asked whether creativity scores increased between the pretest and the posttest. Statistical analysis (Figure 1) shows that total scores and individual scores for fluency increased from pretest (Form A) to posttest (Form B). The score for elaboration dropped slightly.

Are these differences in pre- and posttest findings meaningful? Could caffeine account for this difference? Given the complexity of the data, we used ANOVA to evaluate our data. The ANOVA results also showed a significant difference in the pre- and posttest scores for total score and fluency for our subjects. The difference in scores for elaboration was negligible. Because statistically significant differences exist in pre- and posttest scores, are those differences due to caffeine? We separated scores according to whether the subjects had been given the caffeinated or placebo gum, and then we asked whether their pre-versus posttest scores were statistically significantly different. Figure 2 shows the results of this analysis.

CONCLUSION

Our results showed that caffeine affects creative thinking. We found no difference in the pretest scores of the caffeinated versus the noncaffeinated group. But after both groups received their gum, their total posttest scores as well as their scores for fluency increased, whereas their scores for elaboration had decreased (Figure 1).

When we further analyzed the posttest scores, the total score, fluency, and originality scores of the caffeinated group all showed a significant drop compared with the noncaffeinated group. Elaboration did not show any significant difference between the two groups. These results show that caffeine may have an overall detrimental effect on short-term creative thinking.

Several possible explanations could account for the changes in test scores, one being item-specific practice. In this scenario, subjects exposed to a repeated procedure, or test, tend to develop better test-taking strategies on later tests. However, using different test forms can mitigate the effect of repeated testing, as this test did by using Form A and Form B.15

Another explanation may be the novelty effect, in which a subject will produce their strongest response to a stimulus the first time they encounter it.16 In this study, the novelty effect would artificially inflate the pretest scores. This effect may account for some of the decreases in the posttest; however, it would not
account for the significance of the scores between the caffeinated and noncaffeinated groups.

Fatigue from the testing procedure may also have caused lower posttest scores, although like the novelty effect, fatigue probably would not account for the difference in scores between the groups.

A final factor that must be considered is caffeine consumption. Although caffeine may explain the pre- and posttest mean difference between total, fluency, and elaboration scores, a highly significant difference exists between the caffeinated and noncaffeinated total, fluency, and originality scores on the posttest. This finding may show that caffeine overstimulates the brain, inhibiting the ability to generate creative ideas. Fluency is an important component of creative thinking for its ability to generate ideas, and originality is important for generating new ideas. Knowing that a negative correlation among originality, fluency, and caffeine consumption might exist would benefit those who must think creatively.

Although all components tested did not reach statistical significance, the statistical analysis of differences in these scores suggests a strong link between caffeine consumption and a decrease in short-term creative thinking ability. These results may have important implications, considering the increasing popularity of caffeinated drinks and the value of creative thinking in real-world situations. Further research with a larger sample population and perhaps a revised testing procedure may be able to better determine the extent of caffeine's interference on both short- and long-term creative thinking.
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INTRODUCTION

Indigenous culture is an integral part of our continent’s history and present reality, though it is now limited to small pockets of land in both North America and Canada. Native-owned lands and reservations provide sustenance, significance, and a home for many people, as well as contain our oldest cultural landmarks. We could lose both the people living on these lands and countless cultural sites if we do not protect them. We must conserve these lands to preserve an important part of our history and modern life.

Climate change is a controversial topic in public discourse, though scientists have no doubt that the current carbon dioxide concentration in the atmosphere is greater than any range we have record of in the last 650,000 years. Tidal stations along the coast have recorded rising sea levels. These stations can help determine both historical and current trends in sea level rise. Climate change and sea level rise will greatly affect indigenous populations and tribal lands in both the United States and Canada. Many indigenous lands are located near the coastline and will thus be threatened with sea level rise as a result of climate change. Scientists do not yet fully understand where or how these threats will affect these typically rural, socioeconomically disadvantaged communities.

Many possible approaches could address the problems that climate change and sea level rise present. One of our most important goals should be to better understand where the greatest potential impacts may be. Until we understand what we are up against, we cannot adapt to, or mitigate, the impacts. In this study, we used a geographic information system (GIS)—essentially a computer mapping program—to analyze geospatial data. After establishing a list of criteria with the GIS software, we determined the top 10 most at-risk lands.

METHODS

Using GIS, we analyzed sea level rise and its effect on coastal tribal lands. GIS allows us to ask where geographic locations are that have relevant features. We can take many spatial and nonspatial data and combine them into one database for easier study. We processed our data at Texas A&M University’s Spatial Sciences Laboratory by using a computer, GIS software, and information from public Internet sources. First we acquired and imported relevant data files. Each data file was considered a layer, each visible in conjunction with other layers. For this project, we used layers that showed us the boundaries of the United States and Canada, the location of all indigenous lands, the location of different sea level rise stations, and the distribution of artificial light throughout the continent. Using GIS, we combined these layers for simultaneous analysis.

We used the following criteria to narrow down the most at-risk tracts of land: historical maximum sea level rise rate, distance to the coast, total area of the affected land, human population on the land, and elevation. We defined any sea level rise over 4 mm per year to be “significantly detrimental.” Although this quantity sounds small, flat, low-slope coastlines with values exceeding this rate will suffer much land loss. For example, most of the Louisiana coast, with a sea level rise of approximately 10 mm per year and a slope of about 1100,000, erodes landward about a half-mile every year.

Figure 1: Sea level rise risk and selected lands in North America and Canada.
To come up with the top 10 most at-risk lands, we had to narrow down our data sets. The indigenous lands were distributed across North America, so we used GIS to create a new layer that included only lands near the coast. This approach substantially decreased the number of lands and allowed us to focus on areas that sea level rise could affect. Then we combined the new coastal indigenous lands data with the sea level rise layer. We wanted to see the estimated sea level rise for each tract of land, and by combining data we could see how much sea level rise might occur in each area. Once we combined the coastal indigenous lands and sea level rise data, we narrowed down the areas of land to only those that had a historical maximum sea level rise of at least 4 mm.

With the information of which lands were near the coast and had a specified sea level rise rate, we chose 10 areas that are most at risk. We gave priority to lands with a greater area, lands with a higher concentration of lights, and lands not located on a hill or cliff. We used GIS to calculate the total area of each tract of land. We estimated population on the land from a NASA data file. This file showed us the distribution of light on Earth’s surface and allowed us to determine whether an area of land was inhabited. We used elevation as a criterion: if a piece of land was located on a cliff or on elevated land, we would have no reason to include it in this study because sea level rise would not affect such land. After using all these factors to narrow down our results, we formulated our list of the most at-risk areas.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Name and Location</th>
<th>Sea Level Rise Rate (mm/yr)</th>
<th>Area (km²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Northwest Territories</td>
<td>4-31</td>
<td>59,270.94</td>
</tr>
<tr>
<td>2</td>
<td>Louisiana</td>
<td>9-13</td>
<td>1,595.73</td>
</tr>
<tr>
<td>3</td>
<td>North Carolina</td>
<td>4-8</td>
<td>94.24</td>
</tr>
<tr>
<td>4</td>
<td>Alaska (multiple tribes)</td>
<td>4-9</td>
<td>71.48</td>
</tr>
<tr>
<td>5</td>
<td>British Columbia</td>
<td>4-18</td>
<td>10.18</td>
</tr>
<tr>
<td>6</td>
<td>Maine</td>
<td>4-8</td>
<td>2.93</td>
</tr>
<tr>
<td>7</td>
<td>Louisiana</td>
<td>9-13</td>
<td>1.84</td>
</tr>
<tr>
<td>8</td>
<td>British Columbia</td>
<td>4-8</td>
<td>1.637</td>
</tr>
<tr>
<td>9</td>
<td>California</td>
<td>5-9</td>
<td>0.34</td>
</tr>
<tr>
<td>10</td>
<td>Oregon</td>
<td>4-8</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table 1: Top Ten most at-risk indigenous lands in North America and Canada

To come up with the top 10 most at-risk lands, we had to narrow down our data sets. The indigenous lands were distributed across North America, so we used GIS to create a new layer that included only lands near the coast. This approach substantially decreased the number of lands and allowed us to focus on areas that sea level rise could affect. Then we combined the new coastal indigenous lands data with the sea level rise layer. We wanted to see the estimated sea level rise for each tract of land, and by combining data we could see how much sea level rise might occur in each area. Once we combined the coastal indigenous lands and sea level rise data, we narrowed down the areas of land to only those that had a historical maximum sea level rise of at least 4 mm.

With the information of which lands were near the coast and had a specified sea level rise rate, we chose 10 areas that are most at risk. We gave priority to lands with a greater area, lands with a higher concentration of lights, and lands not located on a hill or cliff. We used GIS to calculate the total area of each tract of land. We estimated population on the land from a NASA data file. This file showed us the distribution of light on Earth’s surface and allowed us to determine whether an area of land was inhabited. We used elevation as a criterion: if a piece of land was located on a cliff or on elevated land, we would have no reason to include it in this study because sea level rise would not affect such land. After using all these factors to narrow down our results, we formulated our list of the most at-risk areas.

CONCLUSION

Our results, shown in Table 1, detail the top 10 most threatened tracts of tribal land. Figure 1 shows the severity of sea level rise along the coast. It also highlights one of the larger tracts of land, the United Houma Nation Lands, located in southern Louisiana. These findings could help conserve tribal or culturally significant lands and benefit indigenous people. This research can also help conservationists know which areas are at risk and which areas to focus on for further adaptive planning or management actions. Our study will help preserve or relocate culturally significant landmarks before it is too late. Several types of tribal lands exist, not all subject to federal, state, or local taxation or law, therefore making it easy for policy-makers to overlook the importance of preserving these lands. This issue deserves more attention. If these lands are not preserved, not only will people be displaced but also important cultural sites will undoubtedly be lost. By protecting these lands, we are protecting a part of our history that should never be lost.
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The duck-billed platypus (Figure 1) is an egg-laying mammal native to Australia. This creature has long captivated both the scientific and nonscientific communities. Poet Harry Burrell eloquently described the platypus as follows: "O! Thy prehistoric link / Kin to beaver, rooster, skink / Duck, mole, adder, monkey, fox / Paleozoic paradox." After George Shaw discovered this creature in 1798, he asserted that the platypus must be a taxonomic hoax. Shaw proposed that someone had sewn a duck's bill onto the body of a beaver. He even checked a platypus for stitches to ensure that it was a real animal.

The animal's recently sequenced genome has revealed information about the platypus's position in mammalian evolution. The platypus is a monotreme, meaning that it lays eggs, yet it lactates and has fur. Monotremes diverged from placental mammals about 166 million years ago. This makes monotremes the most basal group of mammals, meaning that they were the first group to branch off from the mammalian lineage. Because platypuses occupy this unique position, studies of platypus genetics may reveal important events that occurred in early mammalian evolution and may help clarify our evolutionary past. Rather than the two sex chromosomes typical in mammals, platypuses have 10. Also, genetic analyses have shown that platypus chromosomes are homologous to chicken chromosomes.

My research focused on a retrovirus in the platypus centromere, the middle portion of a chromosome that facilitates separation during cell division. A retrovirus is a nonliving infectious agent that replicates inside a living host cell. A retrovirus functions by injecting RNA, its genetic material, into this host cell. It then uses an enzyme called reverse transcriptase to produce DNA from this RNA. For endogenous retroviruses, this retroviral DNA can be incorporated into the genome of the host cell and inherited across generations, which is common in mammals. For example, endogenous retroviruses are thought to make up about 8% of the entire human genome. Researchers found a conserved kangaroo retrovirus in a model marsupial species, the tammar wallaby. This retrovirus produces a novel class of small RNAs and plays a role in centromere function and cell division. If the kangaroo retrovirus were found in the platypus genome, it would indicate that the retrovirus was inserted into the genome early in mammalian evolution because of the early evolutionary divergence of the platypus. My project sought to determine whether this particular kangaroo retroviral sequence is conserved in the platypus and whether it might therefore play a larger role in all mammalian cell division. Such research could help advance medical research on diseases caused by chromosomal abnormalities, in addition to revealing more about our evolutionary past.

METHODS

I sought to determine whether platypus DNA contained the kangaroo retrovirus. To get to the DNA in the platypus cells, we first lysed the cell to release the DNA, removed other material, and then isolated the concentrated DNA. The first step was to use the polymerase chain reaction (PCR) to obtain many copies of the particular area of the platypus genome we were interested in (PCR ensures that we have enough DNA to analyze). Then we separated the molecules by size to compare the different fragments of DNA. We then used various methods to search for the kangaroo retrovirus. The first method, fluorescence in situ hybridization (FISH), uses a fluorescently labeled probe from the known sequence of the kangaroo retrovirus that could identify the kangaroo retrovirus sequence if present in the platypus genome. The second method, primed in situ hybridization (PRINS), can find DNA segments too small for FISH to detect. The experimental procedure is similar to that of FISH. We used fluores-
cence microscopy to see whether the fluorescently labeled probes had bound to kangaroo sequences in the platypus DNA. Seeing a small fluorescent signal on the platypus chromosomes through a microscope might indicate the presence of the kangaroo retrovirus. We would then definitively determine whether the kangaroo retrovirus was in the platypus genome by sequencing the portions of platypus DNA to which the probes had bound and comparing them with the known kangaroo retroviral sequence. By sequencing the platypus DNA, we would obtain the order of the individual nucleotides in the part of the platypus genome we had sequenced. This sequence could help us determine whether the kangaroo retrovirus was present in the platypus.

RESULTS

Through five trials of FISH, we had only random fluorescence. Because we knew that the kangaroo retrovirus localized to the centromere in the tammar wallaby, we hoped to find it in the platypus centromere as well. Overall, FISH results were inconclusive because completed slides did not reproducibly identify a definitive location for the retrovirus on a platypus chromosome.

We conducted PRINS experiments to locate the kangaroo retrovirus with various degrees of success, but, like FISH, these experiments did not locate the retroviral sequence anywhere in the platypus genome. Occasionally some signal localized to the centromere (white arrow, Figure 2). This particular experiment seemed to show that the fluorescent probe was binding to a sequence in the centromere of the platypus chromosomes. However, the signal appeared scattered and we could not reproduce these results.

After an overall failure of the FISH and PRINS experiments with the previously engineered primers, we designed new primers. Our previous primers were exact copies of the kangaroo retroviral sequence, which might not be in the platypus genome in that exact form after millions of years of evolution. This time we looked for sequences in the platypus genome, accessible online, that look similar to the kangaroo retroviral sequence. Ideally, that approach would allow us to find sequences that could still identify the kangaroo retrovirus actually present in platypus DNA. With one particular primer set, we obtained a product through PCR amplification (Figure 3). In this image, the leftmost lane on the gel contained a DNA ladder, used as a reference from which to measure the base-pair length of different DNA sequences. The middle lane contained a positive control of tammar wallaby DNA, which we PCR amplified by using the primers from the platypus genome database. The lower band in this middle lane indicated something we already knew: the tammar wallaby genome contains the kangaroo retrovirus. The rightmost lane in the gel contained the product of PCR amplifying platypus DNA with the aforementioned primers aimed at isolating the kangaroo retrovirus. That this product appeared in both the tammar wallaby DNA and the platypus DNA implied that the sequence was present in both animals, because the primers used were identical.

Our next task was to sequence the platypus PCR product to determine whether it was the kangaroo retrovirus. After attempting to sequence this product many times with low success rates, we determined that the primer set we were using was similar to a repeated sequence in the middle of the kangaroo retrovirus long-terminal repeat (LTR), which explained our previous inconsistent results. LTRs are sequences of DNA in
retroviruses that repeat thousands of times. These sequences flank the functional retroviral genes. Viruses use these sequences to insert their genetic information into host cells. We concluded that the functional sequence of the kangaroo retrovirus we had been trying to find through FISH and PRINS is probably not present in the platypus genome. The limited success we appeared to achieve through PRINS experiments consisted of our probes identifying this LTR sequence. In one particular sequencing trial, primers aimed at finding the kangaroo retrovirus found a new and different sequence in the platypus genome assembly. We projected that the kangaroo retrovirus probes found this sequence in our previous FISH and PRINS experiments.

DISCUSSION

Our findings have several implications. First, a question arose: how could we be sure that the kangaroo retrovirus was not present in the platypus genome? Because we exhausted all available methods to determine whether the sequence was present (FISH, PRINS, and PCR), we had to conclude that the sequence was absent from the platypus genome. Even so, our results could still drive further research. For example, the sequence in the platypus genome we found in our final experiment should be investigated further. Several questions came up regarding this sequence. Why was it so similar to the kangaroo retrovirus? Was it perhaps a comparable retrovirus that had degraded? Because we were working over so many millions of years of evolution, we had to consider that a retrovirus inserted into the genome so long ago would probably no longer be identical to its original retroviral sequence.

Overall, researching the anomalous system of the platypus could have many benefits for human medicine. For example, we do not know how the platypus regulates the excess genetic information in its 10 sex chromosomes. In human females, who have two X chromosomes, a process called X-chromosome inactivation prevents the transcription of one chromosome. Human females with XXXXX syndrome have five X chromosomes and experience a variety of phenotypic abnormalities. Discovering how platypuses genetically manage the abundance of genetic information in their 10 sex chromosomes may offer insights into better treatments for women with XXXXX syndrome and people with other chromosomal disorders. Finally, to the casual reader, this type of research addresses a pivotal question: where did we come from, and how much do we have in common with our evolutionary ancestors?
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INTRODUCTION

Lyme disease is a vector-borne disease, meaning it is transmitted from an agent (here, an arthropod) to a human or other animal. It is the most common vector-borne disease in North America, with 22,572 confirmed human cases reported to the Centers for Disease Control and Prevention in 2010. Lyme disease is caused by the bacterium Borrelia burgdorferi (Figure 1) and acquired through the bite of an infected tick. Currently, Lyme disease is tracked only in humans, not in animals, and no data are available on the number of animal cases nationwide. This is a problem because many infected animals could be reservoirs of Lyme disease, potentially causing high infection rates in humans.

The inefficiency of current testing methods used to diagnose animals contributes to the uncertainty in the number of animal cases. In our research project, we used dogs as models to improve Lyme disease diagnostic tools. Surveillance programs can also use these models. In the first part of our study, we asked how many Texas dogs tested positive for any of several bacterial proteins in order to select a single protein to be used in the final test. To this end, the Texas Veterinary Medical Diagnostic Laboratory provided approximately 180 samples of dog blood for this study. Our hypothesis is that by developing a better diagnostic test to identify the Lyme disease–causing bacterium in many kinds of animals, we will better understand the distribution of Lyme disease. Then researchers could implement prevention programs to control the disease. Moreover, such a test would help establish surveillance programs to test several different animal species without having to develop a different test for each animal.

We tested for reactions to three bacterial proteins in Texas dogs. The first protein (rOspC) is at highest levels during the early stages of the infection, whereas the second protein (rP66) is present throughout the infection. Therefore, reactions to these proteins allow us to differentiate between early and late stages of the infection in the dogs tested. We wanted to try three different detection methods for the bacterial proteins and then use that information to design the best possible test for use in veterinary medicine and surveillance programs. We started by studying the geographic distribution of Lyme disease–positive dogs in Texas because dogs can be considered an indicator of the presence of Lyme disease. Similar approaches will follow for other animals, such as horses, deer, and cattle.

MATERIALS AND METHODS

All animal serum samples used in this study were previously tested using the currently accepted diagnostic method. We acquired 30 positive and 150 negative samples. With all three methods, we analyzed all 30 positive and 50 of the negative samples to determine which procedure appeared to be the most reproducible and sensitive.

RESULTS

After running the three test types, we found some discrepancies. For example, of the 30 samples that tested positive by the current diagnostic method, six were confirmed negative by the other two methods, which constitutes a 20% false-positive result. However, of the 50 that tested negative by the current procedure, 33 were confirmed positive by the other two methods, which indicates 66% false-negative results. Clearly, the current procedure was not very accurate. Figure 2 shows some results obtained during this study. Taken together, the second and third methods had similar results and are much more accurate. We compared the results of all tests, and statistical analysis shows that reactivity to either protein indicated Lyme disease–positive dogs. Using these two testing methods together allows us to select a more precise cutoff value to determine which samples will be positive and which will be negative.

To obtain a geographic distribution of Lyme disease–infected dogs, we mapped our results by counties. Figures 2B and C show the distribution of Lyme disease–infected dogs when analyzed by two different test types (B and C). These maps show areas where Lyme disease...
can be a problem not only for veterinary medicine but also for human health, because they show a distribution similar to that for human Lyme disease (Figure 2C).

DISCUSSION

We conclude that the most commonly used procedure is not an appropriate diagnostic tool for Lyme disease in dogs, because it gave many false negatives (66% of the cases) as well as false positives (20% of the cases). The statistical analysis of all three testing methods led us to conclude that the second protein we worked with (rP66) is a better candidate to develop a competitive test because of its sensitivity. Such a test will result in better diagnostics to be used in veterinary medicine to detect Lyme disease, affecting not only animal but also human health.

As observed in the preliminary maps generated with only 80 samples of dog blood, we have already begun to see a distribution of veterinary Lyme disease similar to that observed in the human population, with the added value that animal Lyme disease is closer to the natural areas where the infection happens. Also, by using the same diagnostic tools in both human and veterinary medicine comparative studies, researchers can better predict distribution and dissemination of the disease in areas where this disease is not well understood. Consequently, when using the same techniques, we observed that most of the human and animal cases are reported around the metropolitan areas of Austin, Dallas/Fort Worth, and Houston, as well as along the border of Mexico. This observation might be due to the fact that both doctors and veterinarians in those urban metropolitan areas are more aware of the disease than those practicing in rural areas. Our laboratory is also collecting ticks from different areas in Texas to correlate the presence of Lyme disease in humans and animals with areas in the state that have many animal hosts for the pathogen, thus representing areas with high risk for infection with the disease.

A diagnostic test that can be used for all animals will be of great value when establishing surveillance programs. The approach we are trying to develop will decrease the errors that occur in the current testing method. We have had time to test only dog serum thus far. However, we will analyze blood from other animals (cattle, horses, and deer) with the same methods. By testing more samples and different species of animals, we hope to improve diagnostic tests and improve the surveillance of Lyme disease in states where the distribution of the disease and the maintenance of the disease in animals is not well understood.
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Figure 2: Distribution of Lyme disease in Texas. Distribution of human Lyme disease in Texas, 2000–2010 (A); distribution of Lyme disease in Texas dogs when using test 1 (B) or test 2 (C).
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Nostalgia Garden
MOLLY STREHL
According to my past photography mentor, Jeff Grimm, photographers should look for things that ‘don’t belong’ to make up a successful image: one that grabs and holds attention. This advice always confused me on photo road trips. Ultimately, it meant that an unusual photo, or one in which something doesn’t belong, is more interesting to look at and invokes unique feelings. We would often take trips to West Texas to find unusual sites, such as abandoned architecture, to capture.

On my first road trip to Austin while on Highway 21 in my first year of college, the drive made me happy and carefree as I discovered the once green and lush Lost Pines of Bastrop among the Texas flatland. I found a lovely spot on Pine Loop, one where it was calming and serene to read, take pictures, and soak up nature.

After the terrible fires of Bastrop destroyed so many homes, most of the foliage was now charred and burnt orange. Tall, black sticks remained in place of the once beautiful green, towering trees. Driving through the aftermath of the Bastrop fires showed me how devastating they were.

I drove to my favorite little spot on Pine Loop, and I was surprised at what I found. A single fireplace stood, everything else charred. But then I also came across what appeared to be a collection spot for old memorabilia and pieces of people’s lives that survived the fires. I saw license plates attached to trees, an old charred toy car off in the distance, pots hanging from trees, a burned playground train, charred and rusted boat models, and a broken Schwinn bicycle resting on a tree, as well as the markings of past visitors.

It was as if the people of the neighborhood added onto this vast collection of knickknacks as a way to anonymously connect with one another after such mass disaster. This quaint accumulation of recent artifacts didn’t necessarily belong there, but they meant something to someone at one point in time, a person whose life the disaster completely changed. It was as if placing these objects in the middle of the burned woods where a house once stood was a way to create collective empathy. Merely standing in the site and taking pictures of it invoked empathy from me, even, and further exemplified what Grimm meant when he said to capture things that don’t belong. Finding bikes, toy trains, and other random objects placed so artistically and with emotion in the middle of a burned forest was far from usual. The underlying meaning made this sculpture garden beautiful, yet tragic.

An image such as this one reminds me of the hidden beauties within ‘unattractive’ things; such burned artifacts can actually symbolize empathy and togetherness, and that new discovery can be literally around the corner...”

“The hidden beauties within ‘unattractive’ things; such burned artifacts can actually symbolize empathy and togetherness, and that new discovery can be literally around the corner...”
“It was as if placing these objects in the middle of the burned woods where a house once stood was a way to create collective empathy.”
INTRODUCTION
Membranes, particularly oxygen barriers, are vital to many important technologies. Discovering new membranes that have desirable properties could have a major impact on our future. Imagine a world where cars do not run on gasoline, but on clean hydrogen. What if computers could get even smaller and more efficient? New membrane technology—polymers, in particular—makes such ideas possibilities, not just dreams.

Polymeric membranes have thus far made major contributions: they keep food from spoiling quickly, they have made fuel cell technology possible, and they have enabled recent advances in flexible electronics.

DEFINITION OF POLYMERS
Polymers are one of the three main forms of solid material, along with metals and ceramics. Polymers are composed of long chains of repeating structural units, usually carbon based. We use these polymers in rubber for tires, nylon for fabrics, and plastic for building anything from water bottles to automobile parts.

Polymeric membranes, known for their flexibility and selectivity for certain fluids, are ideal. Polymeric membranes can serve as a barrier to oxygen. The discovery of an oxygen barrier, with its many potential uses and desirable properties, is a main goal of the scientific community, with many experiments dedicated toward that end. Layer-by-layer assembly of two different polymers is a relatively new and promising approach to creating an oxygen barrier. With the goal of finding a good oxygen barrier and understanding exactly what makes a polymer a good barrier, my research group performed a gas permeation analysis of a layer-by-layer-assembled polymer membrane.

APPLICATIONS OF MEMBRANE TECHNOLOGY
Membrane technology is growing in importance every day and is replacing other technologies because of the demand for higher-quality products, the deterioration of natural resources, and the desire for economic and environmental sustainability. Membrane-based techniques are often simpler than conventional techniques, and membranes are more easily tailored for specific functions. In general, membranes are also more energy efficient and have less environmental impact. Membrane technology has made substantial contributions to medicine, food packaging, freshwater recovery from seawater, separation of gases, fire prevention, and flexible electronics.

Oxygen barrier membranes, in particular, have dramatically influenced flame retardation, flexible electronics, and food packaging. Oxygen reduces the shelf life of many food products, including meat, poultry, and fresh produce. Think about the plastic containers that store your food. The right polymer membrane or coating over the food container keeps oxygen from entering and spoiling the food. Without good oxygen barriers, our food would spoil much faster.
Fire prevention also depends on oxygen barriers. Houses, clothes, and automobiles are all susceptible to catching fire. But what if we could make any material fireproof simply by adding a polymer barrier coating? This technology is in the early stages, but think how much we could improve safety if we could use oxygen barriers to prevent fire.

Oxygen barriers are also crucial to implementing new flexible electronic technology. The need to protect millions of delicate transistors from oxidation is the current limit to developing flexible electronics. Oxygen barriers in electronics are now made of rigid shells. Developing a flexible polymer oxygen barrier to replace the rigid shells could solve this problem. The flexible electrical circuits would be able to bend, stretch, and conform to almost any shape. This capability would save space and lead to design improvements in cameras, cell phones, cars, and satellites.

**ADVENTAGES OF LAYER-BY-LAYER POLYMER FILMS**

Oxygen barrier films made of polymers play an essential role in many technologies that affect us daily. Why are polymers the best material for oxygen barriers? One advantage is transparency. We want to be able to see inside containers, which is not possible with materials such as aluminum. Plastics made of polymers are better than glass because they are better barriers to oxygen, do not shatter, and are more recyclable. Also, manufacturing methods for polymers are adaptable. Polymer chemistry has many different possible combinations, resulting in many different membrane shapes and properties.

Layer-by-layer deposition is a powerful method for creating a polymeric film. Polymers made through layer-by-layer deposition are exactly what they sound like: two oppositely charged polymers deposited alternately in layers (Figure 1). A combination of two layers, consisting of two different polymers, is called a bilayer. Because these bilayers contain two different polymers, many different combinations of polymers—each with its own properties—are possible. Different ingredients added between the layers can change the function of the polymer film. The ease with which bilayers can be manipulated makes them great for exploring new, desired properties, such as oxygen blockage.

My research focuses on oxygen permeation through layered polymer films, with the overall goal of discovering new, useful oxygen barriers.

**LAYER-BY-LAYER DEPOSITION**

The overall goal of the experiment was to test the oxygen permeance, or how well a gas travels through a membrane. To test the permeance, one must first deposit the polymer on a surface, or substrate. The substrate we use to test the permeance of any gas through a membrane is a porous, stainless-steel tube. However, the pores were too large to coat the tube with a smooth film directly, so we needed to apply a smooth layer before depositing the polymer. We used an air brush to apply a gel. Now that the tube had a smooth layer, we could then deposit the polymer. This process, highlighted in Figure 1, consisted of alternately dipping the tube into the positively charged polymer and the negatively charged polymer, with a rinse and dry step between each dip. Figure 2 shows a schematic of the layers and the resulting tube with a gel coating.

---

**Figure 1:** Layer-by-layer deposition process. Steps 1–4 create one bilayer.
and polymer bilayer.

**MEASURING OXYGEN PERMEATION**

To determine the permeance of a gas through a membrane, we used our experimental setup of the tube connected to two gas sources, one inside and one outside the tube (Figure 2C). The gas we feed on the outside of the tube is the gas we are testing for permeance—here, oxygen. This gas stream is called the “feed.” The gas inside the tube is an inert (unreactive) gas present only to sweep the feed gas that permeates the membrane out of the system. This is simply called the “sweep” gas stream.

For the experiment, we connected the tube with the film coated on top of it to the two gas streams. We changed the concentration of oxygen in the feed stream four times by adding different amounts of inert argon gas for each measurement, and we recorded how much oxygen went through the film for each trial. We repeated this process for different thicknesses of film resulting from different numbers of bilayers, in addition to the untreated tube with no film deposited on it.

**RESULTS & DISCUSSION**

Figure 2D shows that, as expected, the oxygen permeance decreased as the number of bilayers, and thus the film thickness, increased. This result made sense: with more bilayers present, oxygen would have to travel through and react with more polymer to reach the other side. The oxygen-to-argon selectivity—the amount of oxygen that permeates through the membrane compared with the amount of argon—also decreased as the number of bilayers increased. This result means that oxygen, which is about the same size as argon, permeated more slowly than argon with an increase in bilayers. This result could be due to chemical phenomena between the polymer film and oxygen.

**CONCLUSION**

The goal of this experiment was to fully characterize the permeance of oxygen through polymer films with different numbers of bilayers. We observed a low oxygen permeance, which is promising for future studies. Possible future studies may include trying to observe lower oxygen permeance with different polymers or with clay nanoparticles deposited between the bilayers, which have shown excellent oxygen barrier properties. Our procedure can also test hydrogen permeation, and layer-by-layer films have also been used to separate hydrogen gas for use in fuel cells. Trying to find a polymer film with good hydrogen selectivity is also a likely future study.
Oxygen barriers, such as the one tested here, are vital to many technologies. If we continue to develop new polymer films, experiment with them, and be creative with them, we can eventually discover a polymeric membrane that can change our future for the better.
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INTRODUCTION

What do cancer, lung inflammation, genetic diseases, and dermatological diseases have in common? Besides being some of the most prevalent conditions in humans, these and hundreds of others have a molecular origin. Although medical applications and pharmaceutical development have enabled treatment and management options for many diseases, those that involve complex inflammation mechanisms are still difficult to treat with common approaches.

While medicine had unanswered questions on how to treat these conditions, physicist Richard Feynman hinted at the answer in 1959. He introduced to the scientific community a new idea: "What if we had the ability to manipulate individual molecules, using tools that are small enough to work on the nanometer scale?" This concept, known today as nanotechnology, has enabled scientists to design and invent devices as small as a few nanometers, allowing elegant and precise manipulation of materials.1 Over the past few decades, nanotechnology has entered the medical realm with the emergence of nanomedicine. This achievement has allowed advances that profoundly affected medical conditions, such as miniature electrodes for brain stimulation, accurate diagnostic procedures, and development of medicines specific enough to destroy only the molecules responsible for the condition.

The advantages and applications that nanomedicine brings can apply to a wide array of conditions. For example, nanosized particles can travel inside cells and correct mutations, suppress gene activity, and stop a disease at its point of origin, thus preventing its development.2 In the Wooley laboratory in the chemistry department, we design such nanoparticles and have investigated their applications in the treatment of several conditions.3 My project was to design and manufacture nanoparticles to suppress the activity of an enzyme that damages tissue during lung injury. A condition prevalent in most developed countries, lung injury kills more than 100,000 people every year.4 It may be caused by exposure to pollutants, chemicals, and...
infections; however, regardless of the cause, lung injury shows the same patterns of inflammation and enzyme activation. The enzyme produced during inflammation in lung injury releases toxic substances that kill tissue, causing further inflammation. By suppressing the enzyme, we could stop the cycle of inflammation. However, because this enzyme is part of a large family of enzymes important for metabolic activity, we must suppress only this specific enzyme.

Nanomedicine can suppress the enzyme by suppressing the gene that codes for it. We can suppress a gene by introducing a complementary sequence into the cell that will prevent the gene from being transcribed and translated into a protein. However, the genetic sequence must be transported specifically to the cell that expresses the enzyme. To ensure specific delivery, nanoparticles can act as transporters that recognize cells with overexpressed enzyme and then deliver the genetic sequence (Figure 1).

These nanoparticles are called cationic shell crosslinked knedel-like (cSCK) nanoparticles, because of their structural characteristics and charge. cSCKs would vastly improve outcomes of lung injury, because currently no treatment is available and the inflammatory cycle cannot be stopped before inflammatory malignant enzymes produce more toxins. This article will discuss such nanoparticle design, as well as its ability to suppress gene activity for the enzyme that kills tissue during lung injury.

NANOPARTICLE DESIGN AND APPROACH

Because nanoparticles can be constructed from a range of materials, they can have different properties and forms. Much research has been devoted to nanoparticles built from metals such as gold, thus producing solid, spherical nanoparticles that have applications in radiology and cancer treatment. However, nanoparticles can also be constructed from small molecules that researchers then assemble to form a stable structure. This approach, unlike using metal nanoparticles, allows scientists to tailor the nanoparticles to have characteristics of interest, such as different sizes, shapes, charges, and reactive groups.

In our lab, the assembly process for these nanoparticles begins with polymers, long sequences of repeating molecules, like a chain made up of interconnecting links. Analogous to chains, the properties of the monomers (the individual links) can change the overall properties of the polymer. Our polymer had two different types of chains connecting to one another, giving it a unique characteristic: one segment of the polymer is hydrophobic, or water repelling (due to polystyrene repeating units), whereas the other portion is hydrophilic, or water liking (due to primary amine units). Therefore, when placed in water, these polymers aggregated into spheres, with the hydrophobic segments in the center (because they repel water) and the hydrophilic regions on the outside (Figure 2). Such an assembly is called a micelle and is fragile because it is held together weakly. To provide a robust infrastructure to the nanoparticle, we introduced ‘crosslinks’ that connected the peripheral hydrophilic groups, producing a spherical, nanosized particle with hundreds of polymer endings with reactive sites that can act as ‘carrying arms’ to transport gene suppression materials inside the cell.

NANOPARTICLE BINDING TO DNA & CELL UPDATE

Next, to ensure that the nanoparticles can carry specific DNA gene sequences and deliver them into cells to treat lung injury, we performed gel retardation and...
Our nanoparticles are designed to stick to gene sequences like a magnet sticks to a nail. To see whether the cSCKs would bind to the DNA, we carried out a gel retardation assay (Figure 3). In this assay, columns represent equal amounts of radiolabeled DNA added, but as the columns progress to the right, more cSCKs are mixed with the DNA, and we can measure whether the cSCKs are sticking to the DNA. Without any cSCKs added, DNA (because of its negative charge) migrates to the bottom of the column. However, when we added enough cSCKs to complex with the DNA in the column, the DNA band shifts to the top. This assay confirms that when enough cSCKs are added, the cSCK nanoparticles bind tightly to the DNA, which can potentially be delivered to the cells.

After confirming that these nanoparticles can bind to DNA, we used microscopy techniques to see whether the nanoparticles could move into the cells. We took cSCKs with DNA labeled with a red dye and put them on cells. We stained cell nuclei (dark blue) and performed several washes so that no unbound cSCKs remained on top of the slide. Confocal microscopy showed that cSCKs enter the cells (Figure 4), confirming the ability of cSCK nanoparticles to be transported into the cells.

RESULTS AND CONCLUSIONS

Using chemical principles, such as polymerization, and physical principles, such as the formation of micelles, we synthesized nanoparticles that bind to DNA. We can introduce these nanoparticles into damaged tissue cells. We confirmed binding to DNA by using gel-retardation assays, and we verified cell uptake with confocal microscopy. This work shows that cSCK nanoparticles can be used as gene delivery agents and help to diagnose and treat diseases such as lung injury. Furthermore, different monomer compositions can affect the overall polymer’s ability to enter the cells, and this hypothesis is currently being studied. In the future, in vivo studies will test the efficacy of the nanoparticles as a diagnostic tool as well as for gene delivery therapeutics.
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INTRODUCTION

Zombie apocalypses have exploded onto the U.S. pop culture scene, with diehard fans contributing more than $5 billion to the national economy. Despite being heavily dramatized in the media, zombie outbreaks have real roots in the study of infectious diseases, even being recognized by organizations such as the Federal Emergency Management Agency and the Centers for Disease Control and Prevention. Initially started through biological attacks, mutations, or the introduction of a virus, the infection that makes someone a zombie is transmitted by open wounds, typically caused by a bite from the undead. Such an outbreak is difficult to contain or combat because of its aggressive nature.

But as with many classic infectious illnesses, we can predict and study such contagions with computer models that simulate real-life situations. Through mathematical modeling, we can study preventive disease methods, which can improve human health.

Although realistically the idea of a zombie apocalypse is improbable, the fundamental methods and techniques involved are closely correlated to real-life examples that government agencies and scientists use to study other diseases. We sought to construct a mathematical model to determine the best methods to contain the outbreak and what effective solutions are available to prevent catastrophic human extinction.

MODEL TENETS AND ASSUMPTIONS

To study the disease, we first generalized about and then observed zombie characteristics from popular parameters and outputs:

<table>
<thead>
<tr>
<th>Parameters and outputs</th>
<th>Birth rate ($\pi$)</th>
<th>0.0003</th>
<th>Total susceptible</th>
<th>0.0009</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human infection rate ($\beta$)</td>
<td>0.004</td>
<td>Total zombies</td>
<td>376.7127</td>
<td></td>
</tr>
<tr>
<td>Human death rate ($\delta$)</td>
<td>0.0001</td>
<td>Total removed</td>
<td>124.01</td>
<td></td>
</tr>
<tr>
<td>Zombie death rate ($\alpha$)</td>
<td>0.001</td>
<td>Total days</td>
<td>13</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1: Basic Model

<table>
<thead>
<tr>
<th>Parameters and outputs</th>
<th>Birth rate ($\pi$)</th>
<th>0.0003</th>
<th>Total susceptible</th>
<th>0.0219</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human infection rate ($\beta$)</td>
<td>0.004</td>
<td>Total zombies</td>
<td>0.0009</td>
<td></td>
</tr>
<tr>
<td>Human death rate ($\delta$)</td>
<td>0.0001</td>
<td>Total removed</td>
<td>500.75</td>
<td></td>
</tr>
<tr>
<td>Zombie death rate ($\alpha$)</td>
<td>0.15</td>
<td>Total days</td>
<td>92</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2a: Decay Model: Humans Win

<table>
<thead>
<tr>
<th>Parameters and outputs</th>
<th>Birth rate ($\pi$)</th>
<th>0.0003</th>
<th>Total susceptible</th>
<th>0.0009</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human infection rate ($\beta$)</td>
<td>0.004</td>
<td>Total zombies</td>
<td>1.1467</td>
<td></td>
</tr>
<tr>
<td>Human death rate ($\delta$)</td>
<td>0.0001</td>
<td>Total removed</td>
<td>499.6121</td>
<td></td>
</tr>
<tr>
<td>Zombie death rate ($\alpha$)</td>
<td>0.114</td>
<td>Total days</td>
<td>56</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2b: Decay Model: Zombies Win

<table>
<thead>
<tr>
<th>Parameters and outputs</th>
<th>Birth rate ($\pi$)</th>
<th>0.0003</th>
<th>Total susceptible</th>
<th>0.0203</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human infection rate ($\beta$)</td>
<td>0.004</td>
<td>Total latent</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>Human death rate ($\delta$)</td>
<td>0.0001</td>
<td>Total zombies</td>
<td>0.0009</td>
<td></td>
</tr>
<tr>
<td>Zombie death rate ($\alpha$)</td>
<td>0.001</td>
<td>Total removed</td>
<td>503.9958</td>
<td></td>
</tr>
<tr>
<td>Latency rate ($\rho$)</td>
<td>0.15</td>
<td>Total days</td>
<td>137</td>
<td></td>
</tr>
<tr>
<td>Decay rate ($\Omega$)</td>
<td>0.15</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3: Full Model
movies, TV shows, and video games. Our model includes the following parameters:

1. Zombies are limited to basic cognitive and motor functions.
2. Zombies can infect humans at any time.
3. Zombies are destroyed once enough damage is inflicted onto the body or head.
4. Once a zombie is removed from its environment, no possibility of reanimation exists.

The entire population will fall into three classes of participants: susceptibles (humans), zombies, and removed (dead). Parameters accompanying these classes include infection rate ($\beta$), human birth rate ($\pi$), zombie destruction rate ($\alpha$), and human death rate from natural causes ($\delta$). These factors control the population in each class and determine survival or extinction. They also combine to form a system of differential equations that define a population ratio that underlies our mathematical model. We used days for our time unit, while we capped our total population at 5 million to simulate the effect of a zombie outbreak in a city. If necessary, we could use these parameters to estimate larger population simulations. Also, zombies will have 2 days to infect freely to simulate a delayed response from humans to fight the infection. Furthermore, a decay parameter ($\Omega$) for the zombie class will represent a realistic scenario where zombies have limited time to infect new hosts before decaying and dying themselves. The first 20 days of the model, including the first 2 days of the infection period, are exempt from the decay parameter because our research showed that around 20–30 days, the body.

RESULTS

Under the basic model (Figure 1), we found no reasonable solutions to prevent a zombie apocalypse. As the zombies begin infecting the susceptibles, no significant method could stop the spread of the disease other than the zombie death parameter. Figure 1 shows the parameter values chosen and the resulting graph data for each class system. After the initial 2-day period, when zombies infect freely, the population of susceptibles drops, whereas the zombie population grows exponentially.

The effect of natural death rate and zombie death rate add a minimal population to the removed class. Under this model, we found that the human population would be eliminated by day 13. Adding the latency period to the basic model—where the infected susceptibles had an incubation period of 24 hours—slowed the rate of susceptibles being infected by zombies, but eventually all succumbed to either the removed or zombie classification, with no real solutions available for human survival.

When we added a decay period to the basic model, the susceptibles population still exponentially declines to near extinction. However, as the total number of susceptibles drops to near zero, the number of infections is limited by the lack of hosts to infect; meanwhile, the decay process begins to eliminate the zombies (Figure 2a). Because zombies decay faster than new ones can appear, we see a sharp increase in the number of zombies for the first 10 days that then quickly falls over roughly 30 days. The human population eventually edges out the zombie population, with 21 survivors by day 92. The decay parameter showed that humans have a greater chance of survival depending on the
rate of decay. Therefore, we determined that the critical threshold value for the parameter is $\Omega = 0.114$ for a zombie apocalypse and $\Omega = 0.115$ for human survival. Under the apocalyptic model configuration (Figure 2b), we see a similar graph as before, but the rate of humans being infected increases faster than the number of zombies being eliminated, and thus the last human is killed on day 56.

Combined, the full model with all the parameters determined through experimentation and research (Figure 3) shows the comprehensive relationship between parameters and classifications. The human population will decline rapidly, whereas the latent population increases exponentially because of the number of susceptibles that zombies are infecting. Once the maximum latent population is achieved, we soon see the maximum number of zombies as the infected begin to convert. The latent parameter extends the overall time process of the model, but eventually the decay process and the lack of susceptibles to infect quickly eliminate the zombie population. We found the result in favor of humans, with a survival value of 0.0203, or roughly 20 humans by day 137. We also found that if the rate of decay were to fall below the threshold level, the outcome would be in favor of zombies.

**CONCLUSION**

Hollywood and video game producers seem inclined to forget a crucial element when depicting zombie apocalypses. Undoubtedly, zombies in real life would not be able to avoid decay and still be able to infect new host months or years after the introduction of the disease. Therefore, models run without a decay parameter showed that humanity had no chance of survival. Consequently, we wanted to know how latency and decay would affect the overall result. The latency parameter extended the duration of the model but was not crucial to the outcome. We showed that factors such as climate, which would directly affect the decay ratio, could determine the survival of humanity with a correlation to zombie decay. Values for the decay parameter, $\Omega = 0.114$ and 0.115, were critical threshold values, tipping the result in either direction. If decay were not available, only a high birth rate and an equally high zombie death rate could outpace the infection rate. This scenario, however, would be unlikely and thus not conclusive. Humans could rely on outside factors, such as the environment, for survival. When the decay of zombies is taken under consideration, humans could outlast the limited lifetime of zombies. Therefore, in the event of a zombie outbreak, we would recommend seeking shelter from the undead in extreme environments to increase chances for survival.

**REFERENCES**

Powering Your Water Heater with Solar Energy

Solar Water Heating

Imagine taking a hot shower for as long as you liked but not spending a dime. Could this be a realistic scenario? Residential water heating is a significant portion of U.S. energy consumption. According to the U.S. Energy Information Administration and the American Council for an Energy-Efficient Economy, electric water heating accounts for approximately 88 million kilowatt-hours of energy every year—about 0.3% of the energy usage of the entire U.S.

Renewable energy sources offer a way to reduce this cost. Using solar power to heat water is efficient and cost-effective. Because the desired product is thermal energy (heat), heat transfer systems may be used to bypass the inefficiencies of electric water heaters. Such systems are known as solar water heaters and are in widespread use throughout the world. For example, about 90% of homes in Israel are equipped with solar water heating systems. Matching that statistic could save the U.S. about $22 billion every year.

My project focused on optimizing a residential solar water heating system. I sought to maximize the energy gathered. I developed a mathematical model of the system’s energy flow to determine the most effective behavior of the system. I then developed a control scheme to implement this behavior. I also adjusted the system to account for excess energy situations.
OVERVIEW OF THE SYSTEM

My Austin home uses the solar water heating system described in my project. Figure 1 shows the most important component of the system: the solar collector panels, or simply the collector. A heat transfer fluid (HTF) is pumped through the collector, where it absorbs energy from the copper plates sitting under glass in the sunlight.

After it is heated, the HTF travels down an insulated pipe to a water storage tank (called the solar tank). The pipe carrying the HTF coils around the solar tank and ascends back to the collector. This configuration forms a closed-loop system in which energy is transferred from the collector to the storage tank. Because the system is closed, the HTF does not directly interact with the water it heats. We can therefore use a mixture of propylene glycol (nontoxic antifreeze) and water for the HTF, allowing year-round operation of the system without risking freeze damage (i.e., burst pipes).

Water enters the base of the solar tank from the city water main at an approximate temperature of 65°F, depending on the ground temperature. This value is simply a rough average of gathered data. The HTF transfer coil heats the water in the solar tank. The heated water exits the tank and is sent to a traditional water heater, where it is regulated to a standard 130°F and distributed to the house as needed.

The described solar water heating system is known as an actively controlled system: the flow rate of the HTF is controllable. My project focuses on controlling this flow rate to optimize the energy gathered. The system is monitored using devices called thermocouples (TCs). A TC measures temperature, like a thermometer. Figure 2 shows the TCs on the collector and solar tank.

THE PROBLEM

A basic control method for this type of system simply measures the difference in temperature between the collector and the solar tank. If this difference exceeds some fixed value, the pump for the HTF activates. When the difference drops below the fixed value, the pump deactivates.

Simplicity is the main advantage of this type of control system: the hardware required is minimal and cheap. However, for two reasons, what this method gains in simplicity, it loses in efficiency.

PROBLEM 1

The first reason is the fixed activation value. Because the pipe carrying the HTF is not perfectly insulated, the HTF loses heat as it travels. The pump that moves
the HTF also requires power to operate. If the fixed value is too low, the heat lost in transit will exceed the heat gained from the collector, and the system will lose energy. If the fixed value is too high, the system will not run when it could be gathering energy. Therefore, for maximum energy gain, the value must be perfectly calibrated.

The greatest efficiency occurs when the temperature difference between the collector and the solar tank is a function of the collector temperature. Therefore, if we want to maximize efficiency we cannot simply choose some arbitrary number for the temperature difference.

**PROBLEM 2**

The second problem with the on–off control method is temperature oscillations (Figure 3). When the system is switched off, the HTF in the collector slowly heats up. However, the HTF in the rest of the system slowly cools to the ambient temperature. When the system activates, the heated fluid moves out of the collector and cooler fluid takes its place. The system senses the cooler water in the collector and immediately deactivates, and the cycle repeats. This cycling is inefficient. Every time the system deactivates, the HTF stops flowing. When the system reactivates, starting the HTF flowing from a standstill requires extra energy. At approximately 10 gallons of HTF, with oscillations occurring as quickly as every 5 minutes, this “startup” energy is significant. Figure 3 shows the actual collector and solar tank temperatures over a 24-hour cycle in May 2011. The temperature oscillations are visible in the jagged nature of the graph. The figure also shows the on-off behavior of the pump. Ideally, we would see the collector and tank temperatures tracking much more closely. We would also have motor speeds that could vary with the temperature difference between the collector and tank.

**RESULTS**

To address the stated problems with the water heating system, we began with a full mathematical model of the energy in the system. This model identified the minimum temperature difference between the collector and the solar tank. We also found that the temperature of the collector should be kept as low as possible. The collector loses heat to its surroundings relatively quickly, whereas the solar tank and HTF pipe are insulated and lose heat more slowly. Combining the two results, we found that the difference between the collector and the tank should be kept as close to our previously calculated minimum temperature difference as possible.

The second step was to develop a control scheme to produce the desired system behavior. The scheme had to account for erratic behavior in the collector, caused by atmospheric effects such as cloud cover, and for sharp temperature changes in the solar tank, caused by water usage in the house. These two behaviors are modeled together as simply a sharp change between the collector and tank temperatures—the side at which the change occurs is mathematically irrelevant.

We used an interdisciplinary tool called a proportional–infinite–derivative (PID) controller to account for this behavior. PID controllers are used in fields ranging from chemical manufacturing to robotic control. Tuning the

![Figure 3: Recorded temperatures of the collector (COLL-T) and the storage tank (STORE-T) over 24 hours, May 2011. Pump behavior is shown (on or off). (Figure courtesy of Roy Miller.)](image)
controller causes the system to respond quickly to a disturbance without causing oscillations. A disturbance in our system is anything that affects the temperature difference between the tank and the collector, such as someone running the dishwasher or a cloud passing over the house. Figure 4 shows the difference between a tuned and an untuned PID system. Tuning the system prevents the temperature oscillations shown in the untuned response.

IMPLEMENTATION

The next stage involved implementing the controller. We wanted a control system that could measure temperatures in the system and record the data automatically. The control system also needed to implement the PID controller and regulate the HTF flow rate.

We chose a microcontroller-based design. A microcontroller is like a small computer processor. A microcontroller offers a variety of interfaces, including USB and wireless. Microcontrollers are easy to program and can be adapted to many applications. However, because digital devices such as microcontrollers cannot carry out continuous operations such as integration and differentiation, we had to modify our equations to put them in a form that the microcontroller could handle.

EXCESS ENERGY PROBLEM

This control scheme has one major problem. This issue arises when surplus energy is available. If the temperature of the system rises too high, the HTF pump must be switched off to prevent the solar tank from reaching its safety limit. However, the temperature of the solar collector will continue to rise, even to the boiling point of the HTF. The HTF must then be vented via a pressure-relief valve to prevent an explosion. Even if venting the HTF is not necessary, these temperatures stress the system, reducing the operating life of the components, particularly the HTF. Such a situation is fairly common, particularly during a Texas summer. For example, in summer 2011, the system experienced an energy surplus for 30 consecutive days.

Another issue with this excess energy situation is the waste involved. We want the system to gather as much energy as possible. In this situation, much energy...
is available, but after the system has hit its limit, little of the energy is harvested.

**SOLUTION**

To solve these two problems, we considered adding a thermoelectric generator, which would convert the excess energy to electricity. We considered a device known as a Seebeck generator, which requires a heat source and a heat sink. The temperature difference between the sink and source induces a current flow that generates electric power; this process is known as the Seebeck effect (Figure 5). One efficient way to implement a heat sink is to use an underground array of pipes that passively cool the generator. Such a small generator has a negligible effect on ground temperature, so we can regard the heat sink temperature as a constant.

Implementing the thermoelectric generator is relatively simple. By adding a valve on the HTF pipe, we can control the flow of the heated HTF from the collector. Depending on the temperature of the solar tank, the HTF can be directed by the valve to either the generator or the tank, minimizing wasted energy. Figure 2 shows this valve.

**CONCLUSION**

I used a mathematical model to develop an optimized control scheme for the solar water heater. I also designed a system modification that allows the system to continue gathering energy without hitting a limit at consistently high temperatures.

The next stage of the project—implementing the system modifications—will include the design and programming of a microcontroller circuit board to monitor and control the system. The implementation will also require installation of a Seebeck thermoelectric generator and an accompanying flow-control valve in the HTF pipe. An expensive modification will be to replace the existing single-speed AC HTF pump with a variable-speed DC motor, which the Seebeck generator may partially power.

Ideally, the result will be a self-contained system that requires no outside interference or control to produce the most energy possible from the available solar radiation. For most of the year in Texas, this energy level equates to nearly free hot showers for as long as one could desire.
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INTRODUCTION

Disease-causing bacteria are becoming increasingly resistant to antibiotics, and we are running out of ways to stop them. For example, methicillin-resistant Staphylococcus aureus (MRSA) has infiltrated hospitals worldwide, and some strains have recently developed resistance to vancomycin, an antibiotic of last resort. To make matters worse, drug discovery pipelines at major pharmaceutical companies have run dry, and these companies are reducing their antibacterial drug discovery efforts. Infectious disease threatens to re-emerge as a major public health issue unless scientists can develop other ways to treat bacterial infections.

My undergraduate research focused on one such alternative, phage therapy. Bacteriophages, or phages, are viruses that infect and kill bacteria. Phage therapy harnesses the power of these natural bacterial predators by introducing them to the site of an infection, where they swiftly destroy their host bacteria. Using phages to treat bacterial infections represents an exciting new line of research that could give doctors new options to treat drug-resistant bacterial infections.

Phages, which infect only bacteria and are therefore harmless to us, go largely unnoticed in the everyday lives of most people. Nevertheless, phages are the most abundant biological entity in the world and have been waging a silent, unseen war with bacteria for far longer than humans have been using medicine to treat disease. Phages inject their DNA into a host bacterium, hijacking the host's resources to make more copies of themselves, and bursting the cell to release many more phage particles that will repeat the infection cycle. Scientists call phages that follow only this lifecycle virulent phages. However, some phages exhibit an alternative lifestyle that allows them to lie dormant inside their host and wait for better conditions before awakening and resuming the normal infection cycle. These phages, called temperate phages, often carry genes that make the bacterium stronger and immune to killing by other phages. For these reasons, scientists generally agree that only virulent phages should be used for phage therapy.

Bacteriophages have several advantages over antibiotics, including ease of production, less chance for resistance to develop, and increased specificity. Scientists can easily isolate many phages from environmental sources such as soil, river water, or sewage. Phages replicate themselves efficiently, and a few phages can make billions of copies of themselves in a few hours from a flask of bacteria. Bacteriophages naturally adapt to bacterial resistance because the same mechanisms that drive drug resistance in bacteria also cause phages to adapt to changes in their hosts.

Finally, bacteriophages target harmful bacteria much more specifically than antibiotics. Unlike antibiotics, which target beneficial and harmful bacteria alike, individual phages infect only a few strains of bacteria, and doctors can tailor a phage treatment to a patient's specific infection. Because antibiotics and phages kill bacteria by completely different means, phages kill drug-resistant bacteria just as easily as non-drug-resistant bacteria. Finally, phages will not harm human cells because human cells are vastly different from bacterial cells, and phages cannot exploit human cells. Bacteriophages offer a targeted approach to combating bacterial infections that minimizes harm to the patient.

PROJECT 1: FINDING BACTERIOPHAGES FOR PHAGE THERAPY

I joined Dr. Ry Young's lab in the Texas A&M biochemistry department to find new bacteriophages for phage therapy. In my first project, I gathered basic biological information about a new phage, called Stau6, which kills S. aureus, the notorious bacterium that causes serious soft-tissue, bone, and bloodstream infections.

METHODS

First, my group sequenced the phage's genome by using high-throughput DNA sequencing. An organism's genome is the entirety of its genetic information, and studying a genome is the biological equivalent of peer inside the source code of a computer program. I used bioinformatics software to find genes, and I compared the phage's genes with an online database of all other known genes. Next, I used special enzymes to manually sequence certain segments that the high-throughput machines had missed. Finally, I used other enzymes to fragment the DNA, analyzed these frag-
ments, and precisely located certain regions of genes that remained ambiguous after high-throughput sequencing.

**RESULTS & DISCUSSION**

I found three distinct regions of genes necessary for bursting the host cell (lysis), making bacteriophage parts, and copying the phage DNA (Figure 1). Although many of the phage's genes were new, with no known function, I found none that would allow the phage to carry out a temperate lifestyle. Thus, my phage passed the first test for becoming a candidate for use in phage therapy: it was virulent.

I also experimentally determined that my phage keeps an extra copy of a set of genes at both ends of its genome (Figure 1B), and I determined which genes are included in this set. This finding also clarified the genome structure of a family of phages closely related to Stau6, all of which are virulent phages that are prime candidates for use in phage therapy against S. aureus, including MRSA. Knowledge of a bacteriophage's genome helps scientists classify phages and predict the properties of related phages that may be isolated in the future. Through my research project, I established that my new phage, named Stau6, holds promise for treating S. aureus infections.

Unfortunately, several obstacles prevent phage therapy from achieving widespread clinical use. First, the U.S. Food and Drug Administration (FDA) mandates drug approval guidelines that make approval of phage therapy prohibitively expensive for companies. Ideally, doctors would tailor a combination of phages to each patient's infection, but currently each new phage or combination of phages would need to go through its own set of clinical trials. Also, phages' ability to morph to counter bacterial resistance makes FDA regulators uneasy, because the approval process is more suited to small-molecule drugs that have a defined structure and never change. Furthermore, patenting a phage could prove difficult because phages have been used for therapeutic purposes in some parts of the world since the 1920s. Finally, the natural abundance of phages means that a patented phage may be similar to many other naturally occurring phages, which anyone could easily isolate from the environment. This scenario makes phages financially risky to a pharmaceutical company. These regulatory and patent issues limit the current clinical relevance of bacteriophages.

**PROJECT 2: MINING BACTERIPHAGES FOR THERAPEUTIC PROTEINS**

Many researchers are trying to use individual phage parts to fight pathogens. Phages require the coordination of many proteins to replicate, but some of these proteins can individually kill the host bacterium or at the least reduce its disease-causing behavior. Although these individual proteins do not replicate themselves or display complex behaviors like whole bacteriophages, the FDA is much more likely to approve proteins as drugs. For these reasons, I started work on a phage protein that showed promise for treating *Acinetobacter baumannii* infections.

*A. baumannii* is less notorious than MRSA but just as nefarious; it causes drug-resistant wound infections particularly in wounded soldiers returning from the Middle East. Part of its infection strategy involves forming biofilms—secretions of sticky sugars that help bacteria clump together, stick to surfaces, and evade the body's immune system. Biofilms commonly form on catheters, intravenous lines, and wound surfaces and are correlated with the severity of an infection. Other researchers in my lab had found a new phage that infects *A. baumannii* and determined that it carries a protein that degrades the sugars surrounding the bacteria. Because these sugars are a part of biofilms, I reasoned that this protein should also be able to destroy biofilms and possibly reduce the severity of *A. baumannii* infections.
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**Figure 1:** (A) Electron photomicrograph of bacteriophage Stau6, courtesy of Dr. Jason Gill. (B) Organization of the Stau6 genome.
METHODS

A former researcher had isolated the gene that encodes the protein responsible for degrading the sugars. To test my hypothesis that the protein degrades biofilms, I put the gene into *Escherichia coli* bacteria and used them to make enough copies of the protein to study. Next, I grew two strains of *A. baumannii* for 2 days on a polystyrene plate. *A. baumannii* formed a biofilm on the surface of the plate. I added the phage protein to the experimental group of *A. baumannii* biofilms, whereas I added water to the control group. After 10 hours I determined how much biofilm was left on the plate by staining the remaining biofilm and measuring how much dye the plate retained.

RESULTS & DISCUSSION

The phage protein reduced biofilms formed by strain 1 by 31% and strain 2 by 74% (Figure 2). Strain 1 is an isolate of *A. baumannii* from a clinical sputum sample, and strain 2 is *A. baumannii* isolated from a patient at Walter Reed Medical Center, in Washington, D.C.

The results in Figure 2 suggest that the phage protein could be useful in removing clinically relevant biofilms. The protein degraded some biofilms from different strains of *A. baumannii* better than others, emphasizing that doctors would need to precisely diagnose the strain of *A. baumannii* in a patient’s infection before using the protein. The protein could be applied to the surface of a wound, but other strategies would be needed to deliver the protein deep into a wound or onto the surface of an implanted medical device. Finally, that some biofilms remain suggests that I could further optimize the protein’s activity or that the biofilm consists of more than just sugars, and additional proteins would be needed to fully degrade the biofilm. Despite these caveats, the protein represents an exciting first step toward combating *A. baumannii* infections by targeting biofilms.

CONCLUSIONS

During my undergraduate research, I discovered two new phage weapons that might change how doctors treat drug-resistant bacterial infections. Further research is essential to unlock the full potential of phage therapy. Genomic studies like my first project hold promise for discovering new phages, and biochemistry projects like my second are useful for developing individual phage parts into therapeutics. Given that regulatory and financial issues can be overcome, I believe that bacteriophages offer hope for once again gaining the upper hand over our bacterial foes.
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Figure 2: (A) Electron photomicrograph of bacteriophage AbauYa, courtesy of Dr. Jason Gill. (B) Effect of the phage protein on *A. baumannii* biofilms.
Seeing a wild pair of personalized shoes given to my cousin first inspired me to draw on my own pair of shoes. Being too paranoid that I would absolutely ruin classic Vans, I stopped at Walmart and bought an $8 substitute pair and all the Sharpie pens I could find. My first attempt was successful enough (though they are not shown in the picture), but after learning how certain Sharpie colors bleed into others, I went out and bought a fresh pair to decorate.

My second, and somewhat more humorous, attempt brought about the "Feet Shoes." Though these were actually made with fabric paints, I still consider them my favorite pair of Sharpie shoes because of all the
reactions I get while wearing them. (You would be surprised how many people do a double-take with a "Is he really going to cross University barefooted?!" kind of look.) So after a few weeks of proudly stomping about in my new pair of "feet," I went back to Walmart and pestered the lady in the shoe department until four new pairs were mine.

Now with a shoe stockpile and ready for business, I made a couple of pairs for friends and then started work on the Mona Lisa shoe. I made this one by using a standard black Sharpie and a silver metallic Sharpie, which allowed me to smear the black ink to create shade effects and make her face more realistic. Though this shoe turned out pretty well, I was too lazy...
to draw some other black-and-white famous portrait on its right foot, so I opted for the next-best thing: a giant octopus destroying a pirate ship. This seemed like a good idea until I realized how silly I looked wearing two wildly different shoes.

The last pair shown in this picture is the Spider-Man-Batman pair. When I was younger, I always liked comics and superheroes, and my favorites were Spider-Man and Batman, so my goal was to re-create some of the action on my shoes. Using some old comic books as reference, I pieced together and modified some of the scenes until I got my personalized action scene. Around the sides of the shoes and at their heels, I drew some of Spider-Man’s and Batman’s most notorious villains.

When deciding what to draw on a new pair of shoes, I usually go through many ideas before one idea seems particularly creative or challenging. I first sketch out on paper what I would like to put on each face of the shoe. Then, in pencil, I draw out whatever design I want to create. I later trace over the pencil with black, fine-tipped Sharpies and eventually add the colors.

Aside from enjoying work that stimulates my creativity, I make these shoes mainly because painting my own is the only way to make the shoes that I want. Another one of my favorite things about painting my Sharpie shoes is that when I’m finished, not only do I make something I enjoy looking at, but these shoes also become wearable pieces of artwork that spark interesting conversations. Wearing something that you crafted to be exactly how you wanted is quite rewarding, and the design process is the best part.
INTRODUCTION

Many unsolved mysteries in physics today fall under the purview of high-energy physics. Understanding these mysteries would be a great leap forward in our understanding of both the nature of matter and how the universe began. For years, scientists have known that more than 80% of matter in the universe is made of dark matter (matter that reflects no light and is not directly detectable), but so far the only consensus among scientists is that dark matter is most likely an undiscovered subatomic particle. A long-standing theory called the standard model has accurately predicted many new particles such as neutrinos, quarks, and, the Higgs boson.

Another important theory in particle physics and can be tested is supersymmetry, an alternative to the standard model that also explains dark matter. To create and study particles such as the Higgs boson in high-energy collisions and detect them with sensitive detectors, scientists have built particle accelerators and detectors at Fermilab in Batavia, Illinois, and the Large Hadron Collider (LHC) in Geneva, Switzerland. However, nearly all collisions produce other, already understood particles that look similar to our new particles, so looking for these particles is truly an effort to find something fleeting and rare. Thus, to find new particles such as dark matter or the Higgs boson, we seek to develop better methods to analyze data. In particular, we test a new method on a recent experiment from the Collider Detector at Fermilab to see whether we can improve the sensitivity to new particles.

HOW TO FIND NEW PARTICLES AT FERMILAB & THE LHC

To find new particles in our detectors at Fermilab and the LHC, scientists have to look for some specific signature of the new particles because the particles rarely interact with detectors directly. In an experiment at Fermilab that looks for dark matter, the detector would register seeing two photons, the particle of light; “jets,” other known particles; and some imbalance in energy due to the presence of some particles, the dark matter candidate particles, that pass through the detector without direct detection (Figure 1). In general, the mass of a particle will affect how many times it is produced in collisions, with more massive particles produced less often and less massive particles produced more often. Depending on how many of these events occur, we can either prove the existence of a new particle or set exclusion regions for the mass of the particle if it did exist. If we can improve our analysis techniques, we then can more conclusively prove the existence of a particle or exclude larger regions of its mass. We can derive a quantitative measure of how much our new techniques improve the sensitivity of our search by using the real data from the Fermilab experiment. Because the data correspond to 5 years of data collection at an hourly cost of approximately $10,000, even a small improvement can have enormous value.

Unfortunately, when we look for events from new particles in our detectors, we must account for other processes that would cause our detector to see the same signature as our dark matter event. These events would

Figure 1: Time increases from left to right. Quarks (q and bar(q)) come in, collide, and produce the two $\chi$ which then decay in a fraction of a second. Lines on the right are particles that would hit the detector and could indicate evidence of supersymmetry.
be indistinguishable in our detector from the events of interest. For our experiment, these background events would be from other particle interactions; cosmic rays, particles created in the upper atmosphere that hit our detectors; or long-lived particles created by the particle beams in the collider itself. Figure 2 shows the expected distribution of energy of the collisions (called events) from background sources and the dark matter particles (here called signal). If a new particle is present, most of the events will have a large energy.

**SELECTION CRITERIA**

Because we expect few events from signal, we often simply count the events that have a large amount of energy and compare with our expectations. We call this process ‘selecting events’ and can apply selection criteria to count all the events above some energy level. Different values of the selection criteria make the experiment more or less sensitive to the signal of new particles depending on the number of signal and

---

**Figure 2:** Relationship between signal and background. The separation between signal and background increases on the right, but the total number of events decreases.

**Figure 3:** Comparison of the sensitivity of using one selection criterion and two selection criteria. The red dotted line is the best sensitivity for a single criterion. Values under the red dotted line indicate where using two selection criteria is more sensitive to signal.
background events expected. We then say that our experiment is "optimized" when we use the most sensitive criterion. Because background events dominate low energies, a reasonable selection criterion could be that energy must be higher than some value.

**SINGLE SELECTION CRITERIA**

The simplest approach is to use a single selection criterion and integrate all the remaining events. For example, we could use a value of 140 GeV and add up all the events corresponding to energies above 140 GeV. This number of events would correspond to how many background and signal events would be expected in this range of energy. If we take a low criterion, we will find many signal events, but many more background events would be present. Conversely, if we take a high criterion, we will find few background events but also few signal events. Think of this process as trying to take the best slice of pizza from a box: the best slices are covered in toppings, but you would rather not be stuck with a tiny piece just because it is well covered. From the total signal and background events, we use a program to calculate the sensitivity of using different selection criteria.

**TWO SELECTION CRITERIA**

A more sophisticated approach is to use two selection criteria. We can do this by splitting the set created by a single selection criterion into two sets, A and B, and treating them as two separate experiments. We can then use the same program to determine the cross-section limits. Ideally, this method allows for more information to be used, so it should be more sensitive to the signal. We compare the two methods (Figure 3) by holding B fixed and varying A to see in a single dimension whether one or two selection criteria is more sensitive.

**CONCLUSIONS**

Using two selection criteria can increase the sensitivity of our experiments to the discovery of new particles. Not all choices of two selection criteria are more sensitive than a single, optimized criterion. This finding has important implications for new research in high-energy physics and searches for particles such as the Higgs boson and supersymmetric particles such as dark matter. If we can increase the sensitivity to new particles, we can get more statistically significant results for lower cost, or higher sensitivity for the same experiment. For this experiment in particular, we found an approximately 8% increase in sensitivity by using our method. This increase corresponds to a huge cost improvement; we could get the same results as the 5-year experiment 4 months sooner, saving $32 million in data collection cost. With higher sensitivity, we can be more confident in our results if we observe an excess of events, hinting at a new particle, or exclude with higher confidence possible masses of new particles. New particles or even exclusions of particles can be used to prove and disprove theories such as the standard model and newer theories such as supersymmetry, a precursor to string theory, an important theory in cosmology that offers a possible explanation of the big bang and the first moments of the universe.
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INTRODUCTION

Wetlands are a vital feature in many ecosystems. They help detoxify the surface water that runs into adjacent water bodies. Wetlands along the coast soak up rain to help control flooding during hurricanes. The water that flows underneath the soil, called groundwater, is contained in areas called aquifers. Aquifers help the adjacent water body by constantly resupplying the water body with more water. If groundwater were to run out, such as during extended droughts, the adjacent body of water would be more susceptible to drying up. An example of this was seen during the summer of 2011 all across Texas. Protecting wetlands is important to ensure that the water flowing into our lakes, rivers, and bays is clean and plentiful.

I studied how drought affected two aquifers at the Armand Bayou Nature Center (ABNC). ABNC is in Houston, Texas, situated partially on a wetland. ABNC has safeguarded 2,500 acres of land since 1974 to protect the ecosystem and educate the population about the environment. The center was created when many individuals, corporations, and government agencies acquired the 2,500 acres to honor the loss of a local environmentalist named Armand Yramategui. Yramategui saw that recent land purchases, made by NASA and industries such as oil companies, were encroaching on the local environment. He made wilderness preservation in this area his life’s goal. The nature center offers people a way to experience nature close to their home. Since the passing of the Clean Water Act in 1977, the United States has tried to ensure that wetlands do not disappear. According to the Clean Water Act, if the groundwater is connected to a navigable waterway, such as Clear Lake, ABNC could become a protected wetland.

This project sought to determine the slope and the direction of groundwater flow in ABNC. The slope of the groundwater refers to the difference in height, measured from the same elevation, of the two wells divided by the length between the wells (Figure 1). The groundwater at ABNC is held in two aquifers: a shallow aquifer and a deeper aquifer (Figure 2). The shallow aquifer is located just below ground level, and the water in this aquifer often rises above ground level. An underlying layer of clay prevents water in the shallow aquifer from permeating into the deeper aquifer beneath.

To investigate the effect of rainfall and bayou level on the slope and direction of flow of the two aquifers, we monitored four pairs of wells (Figure 3). The U.S. Geological Survey triangular method requires three pairs of wells to determine the slope and direction of flow. Four pairs of wells were constructed so that we could...
use two independent triangle configurations to determine the direction of flow and slope for each aquifer. We also examined the similarity between the two triangular configurations.

**METHODS**

The four pairs of wells were installed at the ABNC near the bayou (Figure 2). Each nest consisted of two wells, shallow and deep. We placed a single monitoring well at a nearby dock to monitor the water level in the bayou. We monitored each well pair, along with the well at the dock, weekly for two summers. The summer of 2010 was a wet season, with 17.81 inches of rainfall over the monitoring period, and the summer of 2011 was unusually dry, with 5.8 inches. The 2011 drought was so severe that some days the shallow aquifer was empty. This drastic difference indicates how groundwater flow in a wetland can change during drought.

Using Microsoft Visual Studio, we created a computer program to more fully automate the determination of slope and direction of flow. The program uses the latitude, longitude, and well depths as inputs to determine slope and direction of flow.

**RESULTS**

Using the method described in Basic Ground-Water Hydrology, we calculated the slope and direction of flow each week in each aquifer. The water flowed toward the bayou in both aquifers, generally flowing south-southeast. To determine whether an association among slope, direction of flow, rainfall, and bayou levels existed, we averaged the two triangular configurations for each week.

**SLOPE**

The data showed that when the ground is constantly saturated, as during the wet period of 2010, the slope in both the deep and shallow aquifers increased after a significant rainfall event. When the ground was constantly unsaturated, as during the 2011 drought, we found no correlation between slope and a rainfall event in either aquifer. We also compared the slope and direction of flow for each aquifer with the level of water in the bayou. Both aquifers during the rainy period in 2010 showed a positive correlation between slope and bayou level, whereas no such correlation existed during the dry period of 2011.

Figure 2: Cross-section of well nest, including well stick up and well screens, and corresponding layers of soil and aquifers studied at the ABNC research site.
For both the wet and drought periods, we found no connection between direction of flow and rainfall. We also found no connection, in either year or aquifer, between the direction of flow and the bayou level. Throughout the research period in the wet year, the deep well had a positive association between the direction of flow and slope, whereas the shallow well did not. All through the drought period, both the deep aquifer and the shallow aquifer had negative correlations between the direction of flow and slope.

**WELL NEST TRIANGULAR CONFIGURATIONS**

In general, the two well nest triangular configurations were similar for both slope and direction of flow. During 2010 the two configurations were more similar than in 2011. Also, the deep and shallow aquifers in both years tended to flow in the same direction with an analogous slope. As with the two configurations, the 2010 data showed a more uniform direction of flow and slope between the two aquifers.

**RECHARGE TIME**

Another important aspect of wetlands is recharge time: how fast rainfall will affect the levels in the aquifers. In general, the shallower the aquifer is, the faster it will recharge. During this experiment, recharge times were consistent during the wet season. Conversely, during the dry conditions of 2011, we could determine no definite results for recharge times.

**CONCLUSION**

Armand Bayou flows directly into Clear Lake. Any water (including groundwater) that alters Armand Bayou would also alter Clear Lake, a navigable waterway. Therefore, ABNC could qualify to become a protected wetland. I will share these results with ABNC faculty and staff so that they may pursue this objective.

Drought conditions altered the flow of the water in the aquifers. The slope for both aquifers decreased because of lack of rain. However, the drought conditions did not change the direction of flow of the two aquifers in the same way. The shallow aquifer moved more toward the south, whereas the deep aquifer moved more toward the east. The recharge times were also drastically altered during a drought, probably because the ground needs to be saturated and the vegetation will consume the water, leaving little water to be released in the aquifers. Our research also shows that the data from the two triangular configurations of well pairs were consistent.
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Madeline Matthews is a junior Psychology/Economics double major from Boerne, Texas. She loves Texas A&M University and believes that every student should participate in the research process whether by consuming or producing. She is currently involved in a cognitive science laboratory on campus. After graduation, she intends on applying to graduate school and law school.

Hilary Porter is a junior from Fort Worth, Texas. She is double majoring in Anthropology and International Studies on the Arts and Culture track. She hopes to be a museum curator and plans to attend graduate school upon graduation. Her interests include watching foreign films, reading and traveling.

Bobbie Roth is a senior Environmental Geoscience major from Houston, Texas. Her main focus with her studies is water quality and water management. She hopes to gain work experience and further her education by balancing a career and graduate school shortly after graduating with a B.S. in Environmental Geoscience. She loves dancing and watching old movies.

Jenny Russell is from Baton Rouge, Louisiana, and is a senior Political Science major with a minor in Philosophy. She became involved in Explorations because she is passionate about undergraduate research and committed to showcasing the accomplishments of other Aggies. After graduating this December, Jenny plans to attend law school or a master's program in public policy or national security. She is aiming for a career that will let her travel the world.

Meet the Designers

In addition to their duties as Editorial Board members, Sarah Armstrong and Annabelle Aymond develop the visual design of Explorations and the layout of each volume. (Sarah Armstrong, Annabelle Aymond)
WHO CAN SUBMIT A PROPOSAL

Any undergraduate student currently enrolled at Texas A&M University who is actively pursuing research, creative, or scholarly work or has done so in the past. All submissions must be sponsored or endorsed by a faculty member at Texas A&M University. Explorations publishes student research and scholarly work from all disciplines.

FORMAT FOR PROPOSALS

When submitting your proposal for consideration, please include the following:

- Name
- Email address
- Phone Number
- Department
- Classification
- Area of research
- Name and contact information of your faculty advisor/mentor
- Title of the proposed project
- Your contribution or role in the research
- An abstract of no more than 250 words. The proposal should provide an overview of the project’s objectives and methods. It should also include a description of the project’s importance to the student’s field of study and to others outside the field.

NOTE:
Because Explorations is a multi-disciplinary journal, targeting a general audience, please use non-technical language in your proposal. Necessary technical words must be defined.

FORMAT FOR CREATIVE WORKS

- Only one submission per student
- All creative work requires a faculty endorsement. A faculty member in the field of your work must approve your piece for publication in a serious scholarly journal. If you have difficulty locating a faculty member to review your work, Explorations may be able to provide suggestions.
- All genres of creative work are welcome; however, due to the requirement for faculty endorsement, please remember that your submission should relate to creative work currently being taught at the university.
- Your work must be accompanied by a descriptive sidebar of 500-700 words. The sidebar must include:
  - Why did you choose this topic?
  - Who are your creative influences?
  - How does this style or medium help you to communicate your idea?
  - What studies were done to develop your piece? How did they contribute to its persuasiveness, depth, vision, or styling?
- Please, limit prose and poetry submissions to 3500 words. This word limit includes your scholarly sidebar, a minimum of 500 words.

Deadline for submissions is to be announced; however, submissions are typically welcome at the end of the fall semester. Please, visit explorations.tamu.edu for more information.
The publication of Explorations would not be possible without the generous sponsorship of our contributors and the Association of Former Students. They directly facilitate our ability to showcase the best of undergraduate Aggies’ scholarly accomplishments. With their support, Explorations will continue to present these outstanding achievements to Texas A&M, the state of Texas, and beyond.

Explorations continues to highlight scholarly work produced by Texas A&M undergraduate students through generous gifts provided by our readership. To support Explorations, please make a check to Texas A&M University, noting that you would like to contribute to Explorations, and send to the Office of Honors and Undergraduate Research at:

Honors & Undergraduate Research
114 Henderson Hall
4233 TAMU
College Station, TX 77843-4233